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#### Abstract

Generalized quantum impurity models - which feature a few localized and strongly-correlated degrees of freedom coupled to itinerant conduction electrons - describe diverse physical systems, from magnetic moments in metals to nanoelectronics quantum devices such as quantum dots or single-molecule transistors. Correlated materials can also be understood as self-consistent impurity models through dynamical mean field theory. Accurate simulation of such models is challenging, especially at low temperatures, due to many-body effects from electronic interactions, resulting in strong renormalization. In particular, the interplay between local impurity complexity and Kondo physics is highly nontrivial. A common approach, which we further develop in this work, is to consider instead a simpler effective impurity model that still captures the low-energy physics of interest. The mapping from bare to effective model is typically done perturbatively, but even this can be difficult for complex systems, and the resulting effective model parameters can anyway be quite inaccurate. Here we develop a non-perturbative, unsupervised machine learning approach to systematically obtain low-energy effective impurity-type models, based on the renormalization group framework. The method is shown to be general and flexible, as well as accurate and systematically improvable. We benchmark the method against exact results for the Anderson impurity model, and provide an outlook for more complex models beyond reach of existing methods.


In the field of condensed matter physics, the microscopic Hamiltonian describing a quantum many-body system (the bare model) is in many cases well known. However, for interacting systems, the complexity of these models grows quickly with the number of quantum degrees of freedom (for example orbitals or spins), such that a brute force solution becomes analytically and/or numerically intractable for many realistic scenarios of interest. The challenge in many-body theory is therefore not in writing down the bare model, but rather in solving it. However, in many situations it is not necessary to consider the entire configuration space of the system, because only a (relatively) small active subspace controls the phenomena of interest [1]. Thus, effective models can be devised, that faithfully capture the phenomena of interest, while only keeping the active part of the configuration space. Such effective models have a reduced complexity and increased expressiveness. The challenge in many-body theory can therefore be restated as one of finding the best solvable model that describes approximately but accurately the physics of interest.

As an example, it is often more convenient to analyse an effective lattice model in second quantized form than the $a b$ initio treatment involving an all-orbital description of the constituent atoms [2, 3]. Methods such as the constrained random-phase approximation [4, 5], coupled cluster downfolding [6], density matrix downfolding [7] or the Pariser-Parr-Pople model for molecules [8] were devised to systematically eliminate inactive degrees of freedom and account for them with renormalized parameters of a reduced model.

[^0]These methods have in common that they require some prior knowledge about the bare model to derive the effective model. This situation shares some similarity with that of the inverse problem 9 encountered in statistical inference or machine learning [10], that seeks to infer a probabilistic model from observed data. Recently machine learning techniques have been explored to construct effective Hamiltonians from simulated data [11-14] or from experimentally measured data [15-17]. Another field where the inference of Hamiltonians has gained considerable relevance, is in the analogue simulation of quantum Hamiltonians on quantum hardware [18-20. Indeed, machine learning inspired process- and Hamiltonian-tomography methods have been developed to infer the precise Hamiltonian that NISQ devices actually simulate, given hardware imperfections [21-26].


FIG. 1. Schematic of the simplest bare (blue) and effective (orange) impurity models, together with an illustrative comparison of their impurity entropies after optimization.

To derive a good effective Hamiltonian, it is not enough to infer a model with the desired properties - it must also be meaningfully simpler than the bare model. The canonical method to systematically eliminate degrees of freedom and obtain effective models is the renormalization group (RG) [27 29 . On the level of the thermal density matrix a single RG transformation acts as the partial trace over the high energy degrees of freedom 30. In the context of quantum physics, a central concept from information theory is that thermal states encode the corresponding Hamiltonian [31, such that comparing the ensemble of thermal states from two systems is equivalent to comparing the two Hamiltonians. This provides a way to measure the 'difference' between a Hamiltonian before and after renormalization. By minimizing the distance in Hamiltonian space, one can therefore in principle optimize a simplified effective model to best approximate some more complicated bare Hamiltonian after renormalization. We rigorously derive such an approach in this paper for a specific class of systems known as 'quantum impurity' models 32. These models involve localized interacting quantum degrees of freedom coupled to one or more continuum baths of noninteracting conduction electrons. Generalized quantum impurity models comprise the microscopic description of semiconductor quantum dot devices [33] and complex single-molecule junctions [34. They also underpin the theoretical understanding of correlated materials through dynamical mean field theory [35]. Developing a strategy for systematically and accurately deriving simple effective models to better understand and simulate complex systems is the ultimate application of this work.

In particular, a prerequisite for the design and use of complex quantum nanoelectronics devices with advanced functionality beyond the classical paradigm, is a fundamental understanding of their low-temperature correlated electron physics and quantum transport properties. However, this is a notoriously difficult theoretical challenge because of the subtle interplay between the orbital and spin complexity of the nanostructure, determined by its structure and chemistry; strong electron interactions due to quantum confinement; and the coupling to $\sim 10^{23}$ conduction electrons in the external circuit. This results in nontrivial quantum phenomena such as Coulomb blockade [36, various forms of Kondo effect [34, 36, 37], and quantum interference [38, 39] - all of which strongly affect low-temperature electronic conductance through the device, and hence its functionality. As with coupled quantum dot devices 40 42], entangled spin and charge degrees of freedom can give rise to new physics in single molecule junctions. It is therefore a formidable task to derive simplified effective models that can still describe this range of physics in these kinds of quantum device.

A perturbative approach to this problem in the context of molecular electronics [34] maps the microscopic model of a single-molecule junction to an effective twochannel Kondo model. This method captures simultaneously the effect on quantum transport from quantum
interference and Kondo physics - but is inevitably approximate. Since thermodynamic observables flow under RG and the bare and effective model are defined at different energy scales, it is also not a priori clear whether such minimal Kondo models are sufficiently general to reproduce local observables of interest in the bare model 43. In this paper we show how an RG analysis of effective interaction terms can be used to determine thermodynamic observables that are comparable across different energy scales. This allows us to introduce a novel machine learning (ML) methodology to derive accurate effective models for complex quantum impurity problems, that works by optimizing generalized (minimally constrained) models, and ensuring that local observables are correctly reproduced. We show by way of explicit examples that the lowenergy Kondo physics is simultaneously captured. The parameters of the effective model are optimized by minimizing the Kullback-Leibler divergence (KLD) 44] that compares its ensemble of thermal states to that of the bare model. Information on the target is extracted from a numerical simulation of the system of interest. However, the full solution of the bare model is not required: minimization of the KLD requires only an estimation of thermal expectation values corresponding to specific local operators at relatively high temperatures. This can be achieved with any suitable quantum impurity solver 4548 . Furthermore, the KLD can be shown to be convex under reasonable assumptions (see Appendix A) and its gradient is known analytically in closed form 49, which makes it an ideal optimization problem. We refer to this method as unsupervised model learning (UML). We demonstrate the efficacy of the UML method by application to the Anderson impurity model (AIM) 32 and obtain some new non-perturbative results for this old problem. Finally we give an outlook to the application of this framework to more complex problems, where the development of tractable effective models is essential for the study of nontrivial correlated electron physics at low temperatures.

## I. METHOD

Unsupervised learning is a type of ML with the goal to recreate the probability distribution of some target data. Examples such as the Boltzmann machine [9] achieve this by minimizing the distance between the probabilistic ansatz, at the core of the machine, and the heuristic estimation of the target distribution given by some sample data [10]. The distinguishability between probability distributions can be computed using the aforementioned KLD 44]. The KLD can be generalized for quantum density matrices $\hat{\rho}$ in form of the von Neumann relative entropy [50, 51,

$$
\begin{equation*}
D_{K L}\left[\hat{\rho}_{2}: \hat{\rho}_{1}\right]=\operatorname{tr}\left[\hat{\rho}_{1} \log \left(\hat{\rho}_{1}\right)\right]-\operatorname{tr}\left[\hat{\rho}_{1} \log \left(\hat{\rho}_{2}\right)\right] \tag{1}
\end{equation*}
$$

The generalized KLD quantifies how distinguishable $\hat{\rho}_{1}$ is from $\hat{\rho}_{2}$. The thermal density matrix $\hat{\rho}=\frac{1}{\mathcal{Z}} e^{-\beta \hat{H}}$
is fully defined by the system Hamiltonian $\hat{H}$ (and inverse temperature $\beta$ ). Thus, the thermal density matrix can be seen as a proxy for its defining Hamiltonian, and the KLD as a measure of distinguishability between two Hamiltonians. To emphasize this we denote the KLD for two thermal density matrices $\hat{\rho}_{1}=\frac{1}{\mathcal{Z}_{1}} e^{-\beta \hat{H}_{1}}$ and $\hat{\rho_{2}}=\frac{1}{\mathcal{Z}_{2}} e^{-\beta \hat{H}_{2}}$ as $D_{K L}\left[\hat{H}_{2}: \hat{H}_{1}\right]$.

Given the target Hamiltonian $\hat{H}_{\text {bare }}$, we seek to optimize the simpler effective model

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}(\boldsymbol{\theta})=\sum_{i} \theta_{i} \hat{h}_{i} \tag{2}
\end{equation*}
$$

by minimizing $D_{K L}\left[\hat{H}_{\text {bare }}: \hat{H}_{\text {eff }}(\boldsymbol{\theta})\right]$ with respect to $\boldsymbol{\theta}$ for a set of operators $\left\{\hat{h}_{i}\right\}$. The minimization yields the optimal couplings $\boldsymbol{\theta}^{*}$ to represent $\hat{H}_{\text {bare }}$ with $\hat{H}_{\text {eff }}\left(\boldsymbol{\theta}^{*}\right)$. To achieve this we represent the impurity thermal density matrix $\hat{\rho}_{\text {imp }}=\operatorname{tr}_{\text {bath }}\left[e^{-\beta \hat{H}} / \mathcal{Z}\right]$ as a classical probability distribution which can be used to evaluate the KLD. Using the hybridization perturbation expansion one can write the partition function of $\hat{H}_{\text {bare }}$ as a summation of the weights of all impurity occupation diagrams $x$, which is subdivided into a summation over all corresponding diagrams in terms of impurity eigenstates $\{\alpha\}_{x}$ [52]

$$
\begin{gather*}
\mathcal{Z}=\mathcal{Z}_{\text {bath }} \sum_{x} \sum_{\{\alpha\}_{x}} w\left(\{\alpha\}_{x}\right),  \tag{3}\\
w\left(\{\alpha\}_{x}\right)=e^{-\left\langle\hat{H}^{\hat{\mathrm{imp}}}\right\rangle_{\{\alpha\}_{x}} \Lambda_{\{\alpha\}_{x}} \operatorname{det}\left(\Delta_{x}\right),}
\end{gather*}
$$

where $w\left(\{\alpha\}_{x}\right)$ is the weight of a distinct Feynman diagram labelled by the eigenstate diagram $\{\alpha\}_{x}, \Delta_{x}$ is the antiperiodic hybridization matrix, $\Lambda_{\{\alpha\}_{x}}$ the sequence of impurity operators comprising the diagram $\{\alpha\}_{x}$ while being projected onto the eigenbasis of $\hat{H}^{\text {imp }}$ and $\left\langle\hat{H}^{\mathrm{imp}}\right\rangle_{\{\alpha\}_{x}}$ is the average value of the impurity Hamiltonian over the diagram $\{\alpha\}_{x}$.

From Eq. 3 we extract the distribution

$$
P\left(\{\alpha\}_{x}\right)=\left(\mathcal{Z}_{\text {bath }} / \mathcal{Z}\right) w\left(\{\alpha\}_{x}\right)
$$

which can be interpreted as a classical probability distribution provided that $w\left(\{\alpha\}_{x}\right)>0$. This distribution acts as a proxy for the impurity density matrix and hence also for the impurity Hamiltonian. As with the classical Boltzmann machine, the probability distribution $P$ is in the form of an energy-based model, with the weights $w\left(\{\alpha\}_{x}\right)$ here distributed according to the impurity Hamiltonian, $\hat{H}^{\text {imp }}$. We can therefore evaluate the KLD

$$
\begin{gather*}
D_{K L}\left[\hat{H}_{\text {bare }}: \hat{H}_{\text {eff }}(\boldsymbol{\theta})\right]= \\
\sum_{x} \sum_{\{\alpha\}_{x}: \text { ad }} P_{\text {bare }}\left(\{\alpha\}_{x}\right) \log \left[\frac{P_{\text {bare }}\left(\{\alpha\}_{x}\right)}{P_{\text {eff }}\left(\{\alpha\}_{x}\right)}\right] \tag{4}
\end{gather*}
$$

where we have used the term admissible (ad) to denote diagrams that involve eigenstates of $\hat{H}_{\mathrm{bare}}^{\mathrm{imp}}$ for which $\hat{H}_{\mathrm{eff}}^{\mathrm{imp}}$
has analogues eigenstates. To minimize the distinguishability between $\hat{H}_{\text {bare }}$ and $\hat{H}_{\text {eff }}(\boldsymbol{\theta})$ we use gradient descent (GD) methods [10]. For this, we have the analytic gradient of the KLD in closed form

$$
\begin{gather*}
\nabla_{\theta} D_{\mathrm{KL}}\left[\hat{H}_{\mathrm{bare}}: \hat{H}_{\mathrm{eff}}(\boldsymbol{\theta})\right]= \\
\beta\left\langle\hat{\Omega}_{\mathrm{ad}}^{\dagger} \nabla_{\theta} \hat{H}_{\mathrm{eff}} \hat{\Omega}_{\mathrm{ad}}\right\rangle_{\text {bare }}-\beta\left\langle\nabla_{\theta} \hat{H}_{\mathrm{eff}}\right\rangle_{\mathrm{eff}} \tag{5}
\end{gather*}
$$

where the admissibility operator $\hat{\Omega}_{\mathrm{ad}}$ connects the effective and bare Fock space, by mapping the effective eigenstates to analogous bare eigenstates (see Sec. II for a detailed derivation) and thus, eliminates all non-admissible states from the bare thermal average, while on the effective Hilbert space it holds that

$$
\begin{equation*}
\left\langle\hat{\Omega}_{\mathrm{ad}}\right\rangle_{\mathrm{eff}}=\langle\hat{\mathbb{1}}\rangle_{\mathrm{eff}}=1 \tag{6}
\end{equation*}
$$

From this form of the gradient (Eq. 5) it follows immediately that the minimum is found when the impurity observables match

$$
\begin{equation*}
\left\langle\hat{\Omega}_{\mathrm{ad}}^{\dagger} \hat{h}_{i} \hat{\Omega}_{\mathrm{ad}}\right\rangle_{\mathrm{bare}}=\left\langle\hat{h}_{i}\right\rangle_{\mathrm{eff}} \tag{7}
\end{equation*}
$$

for all effective impurity operators $\hat{h}_{i}$ of the effective model (from now on we simplify the notation $\left.\left\langle\hat{\Omega}_{\text {ad }}^{\dagger} \hat{h}_{i} \hat{\Omega}_{\text {ad }}\right\rangle_{\text {bare }} \rightarrow\left\langle\hat{h}_{i}\right\rangle_{\text {bare }}\right)$. Thus follows that according to Eq. 4 the optimal low-energy effective model $\hat{H}_{\text {eff }}$, for a given bare model $\hat{H}_{\text {bare }}$, matches the thermodynamic expectation values of all effective impurity operators $\hat{h}_{i}$ in the bare model.

The second order derivative of the KLD corresponds to the second order derivative of the effective free energy $\mathcal{F}_{\text {eff }}(\boldsymbol{\theta})=-1 / \beta \log \operatorname{tr}\left[\exp \left(-\beta \hat{H}_{\text {eff }}(\boldsymbol{\theta})\right)\right]$ which, provided that all operators $\left\{\hat{h}_{i}\right\}$ mutually commute, becomes convex (as shown in Appendix A. It is important to note that the gradient obtained from the KLD Eq. 5 is equivalent to the gradient of the thermodynamic entropy, which is the loss-function in terms of the maximum entropy principle. The application of the maximum entropy principle to Hamiltonian tomography was recently proposed by Anshu et al. [21] in similar spirit as the here presented method with a great focus on convex problems, while here the focus lies on the RG analysis of the terms constituting $\hat{H}_{\text {eff }}$.

Given the convexity of Eq. 4 we can make some notes about the complexity of the optimization of Eq. 4. The complexity of the optimization depends on the method used to compute the observables comprising the gradient Eq. 5. The most expensive step is to calculate the observables $\left\langle\hat{h}_{i}\right\rangle_{\text {bare }}$ in the bare model. However, this needs to be done just once (e.g. with QMC methods [45, 53]). On the other hand, multiple calculations of $\left\langle\hat{h}_{i}\right\rangle_{\text {eff }}$ are required during the optimization. But these are performed on the simplified effective model, and are therefore inexpensive (they can be done with e.g. the NRG [46-48] (NRG) method). For the results presented in the following, we have used CT-QMC and NRG to calculate the observables and the Adagrad or Adam GD method [54].

## II. EFFECTIVE HAMILTONIANS

For the UML method, it is not necessary to assume a certain type of impurity Hamiltonian, be it in ab-initio or tight-binding form. However, for illustrative purposes and without loss of generality we assume that the molecular impurity Hamiltonian is akin to a Pariser-Parr-Pople [55] Hamiltonian

$$
\begin{equation*}
\hat{H}^{\mathrm{imp}}=\sum_{i, j, \sigma} \lambda_{i j} \hat{d}_{i \sigma}^{\dagger} \hat{d}_{j \sigma}+\sum_{i} U_{i} \hat{n}_{i \uparrow} \hat{n}_{i \downarrow}+\sum_{i>j} U_{i j}^{\prime} \hat{n}_{i} \hat{n}_{j}, \tag{8}
\end{equation*}
$$

where $\hat{d}_{i \sigma}^{\dagger}\left(\hat{d}_{i \sigma}\right)$ creates (annihilates) a spin- $\sigma$ electron in orbital $i$ of the molecule, while $\hat{n}_{i \sigma}=\hat{d}_{i \sigma}^{\dagger} \hat{d}_{i \sigma}$ and $\hat{n}_{i}=\sum_{\sigma} \hat{n}_{i \sigma}$ are number operators. Properties of the molecule, like the thermodynamic average charge $\langle\hat{Q}\rangle \equiv$ $Q$ can be controlled externally by means of a gate voltage $\hat{H}^{\text {gate }}=V_{\mathrm{g}} \sum_{i} \hat{n}_{i}$ at a temperature $T$. We denote the collection of all bare Hamiltonian couplings with

$$
\left\{\lambda_{11}, \lambda_{12}, . ., U_{1}, U_{2}, . ., U_{11}^{\prime}, U_{12}^{\prime}, . ., V_{11}, V_{12}, . ., V_{g}\right\} \equiv \mathbf{C}
$$

In general, the molecule can be coupled to any number of non-interacting fermionic baths $\hat{H}^{\text {bath }}=\sum_{k, \sigma} \epsilon_{k} \hat{c}_{k \sigma}^{\dagger} \hat{c}_{k \sigma}$. However, for simplicity we consider here only one such bath, to which the molecule couples as $\hat{H}^{\mathrm{hyb}}=$ $\sum_{i, k, \sigma} V_{i}\left(\hat{d}_{i \sigma}^{\dagger} \hat{c}_{\sigma k}+h . c.\right)$. Although, instead of the momentum space representation, we represent the bath a semi-infinite tight-binding chain using Wilson chain mapping 46]

$$
\begin{align*}
& \hat{H}^{\text {bath }} \rightarrow \hat{H}_{\text {disc }}^{\text {bath }}=\sum_{\sigma} \sum_{i=0}^{\infty} t_{i}\left(\hat{c}_{\sigma i+1}^{\dagger} \hat{c}_{\sigma i}+\hat{c}_{\sigma i}^{\dagger} \hat{c}_{\sigma i+1}\right)  \tag{9}\\
& \hat{H}^{\mathrm{hyb}} \rightarrow \sum_{i, \sigma} V_{i}\left(\hat{d}_{i \sigma}^{\dagger} \hat{c}_{\sigma 0}^{\dagger}+h . c .\right)
\end{align*}
$$

where we assume a particle hole symmetric, metallic bath of half-bandwidth $D$. For that choice the hopping behaves like $t_{n} \propto D \Lambda^{-n / 2}$ for large $n$. Thus, the complete bare Hamiltonian reads

$$
\hat{H}_{\mathrm{bare}}=\hat{H}^{\mathrm{imp}}+\hat{H}^{\mathrm{gate}}+\hat{H}_{\mathrm{disc}}^{\mathrm{bath}}+\hat{H}^{\mathrm{hyb}}
$$

By means of $V_{g}$ the molecule can be tuned in a specific charge sector, which can host a degenerate GS (of energy $E_{G S}$ ) manifold of half-integer or integer spins (we exclude the trivial case $S=0$ ). Assuming $E_{\text {ex }, 1}$ is the energy of the first excited state then, when temperature is less than the energy gap $T<E_{\text {ex }, 1}-E_{G S}$ the only active part of the molecule Fock space $\mathcal{H}_{\text {bare }}^{\mathrm{imp}}$ is the GS manifold. Thus, the entire molecule can be represented by a spin $\hat{\mathbf{S}}$ and we map

$$
\begin{equation*}
\mathcal{H}_{\text {bare }}^{\mathrm{imp}} \rightarrow \mathcal{H}_{\mathrm{eff}}^{\mathrm{imp}} \tag{10}
\end{equation*}
$$

which allows for an immense reduction in complexity of the bare molecule Fock space, by replacing it with the
effective Fock space $\mathcal{H}_{\text {eff }}^{\mathrm{imp}}$. The spin $\hat{\mathbf{S}}$ replaces a degenerate GS manifold, which represents degrees of freedom to which the bath can couple. Thus, the effective Hamiltonian is structured as

$$
\hat{H}_{\mathrm{eff}}(\boldsymbol{\theta})=\hat{H}^{\mathrm{bath}}+\hat{H}_{\mathrm{eff}}^{n \mathrm{e}-\mathrm{imp}}(\boldsymbol{\theta})
$$

The effective impurity Hamiltonian $\hat{H}_{\text {eff }}^{n e-i m p}(\boldsymbol{\theta})$ consists of effective interactions

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}^{n \mathrm{e}-\mathrm{imp}}(\boldsymbol{\theta})=\sum_{i} \theta_{i} \hat{h}_{i}\left[\left\{\hat{c}_{\sigma i}\right\}_{i=0}^{n},\left\{\hat{c}_{\sigma i}^{\dagger}\right\}_{i=0}^{n},\{\hat{S}\}\right] \tag{11}
\end{equation*}
$$

that involve the spin $\hat{\mathbf{S}}$ and a number of bath operators $\left\{\hat{c}_{\sigma i}^{(\dagger)}\right\}_{i=0}^{n}$. This structure of the Hamiltonian corresponds to a Kondo-type interaction, allowing for spinflip assisted scattering of the impurity spin with the bath electrons.

A crucial aspect of the GD optimization of Eq. 4 is to compare bare and effective physical observables. The point of an effective model is to reproduce the bare quantities in the most faithful manner, thus bare and effective quantities need to be compared in a meaningful way. In the case of dynamic quantities, like GFs, this can be achieved by rescaling [56]. But for static quantities, like thermodynamic expectation values, a map between bare and effective eigenstates is required. That map is the admissibility operator $\hat{\Omega}_{\mathrm{ad}}$. Effective model operators are only defined on the effective model Fock space thus, to apply them to a state in the bare Fock space the admissibility operator is required to relate a given bare state to the corresponding effective state. We can construct the admissibility operator by labelling the bare and effective eigenstates with QNs of symmetries $\left\{\mathrm{S}_{1}, \mathrm{~S}_{2}, \ldots\right\}$ that are common to both models

$$
\begin{aligned}
\hat{H}^{\mathrm{imp}}|n\rangle= & E_{n}|n\rangle \mapsto \hat{H}^{\mathrm{imp}}\left|\mathbf{Q}, \mathbf{q} ; m_{\mathbf{Q}, \mathbf{q}}\right\rangle \\
& =E_{\mathbf{Q}, \mathbf{q} ; m_{\mathbf{Q}, \mathbf{q}}}\left|\mathbf{Q}, \mathbf{q} ; m_{\mathbf{Q}, \mathbf{q}}\right\rangle
\end{aligned}
$$

where $\mathbf{Q}=\left(Q_{1}, Q_{2}, \ldots\right)$ denotes a vector of non-abelian quantum numbers and $\mathbf{q}=\left(q_{1}, q_{2}, \ldots\right)$ is a vector of abelian quantum numbers. By using QNs we can define which bare states are admissible ("ad" for short) or not: Any state that is labelled with a QN combination that exists in the effective model Fock space is an admissible state. The label $m_{\mathbf{Q}, \mathbf{q}} \in\left\{1,2, \ldots, M_{\mathbf{Q}, \mathbf{q}}\right\}$ denotes an index which distinguishes multiplets with the same set of QNs. $M_{\mathbf{Q}, \mathbf{q}}$ is the number of such multiplets in a given sector, which is in general smaller in the effective model than in the bare model $M_{\text {eff }} \leq M_{\text {bare }}$. This is required in order to have a meaningful reduction in complexity. For simplicity we assume that $M_{\text {eff }}=1$, which allows us to define the admissibility operator

$$
\begin{equation*}
\hat{\Omega}_{\mathrm{ad}}=\sum_{\mathbf{Q}, \mathbf{q}: \mathrm{ad}}\left[|\mathbf{Q}, \mathbf{q}\rangle_{\mathrm{eff}} \times \sum_{m_{\mathbf{Q}, \mathbf{q}}=1}^{M_{\mathrm{bare}}}\left\langle\mathbf{Q}, \mathbf{q} ;\left.m_{\mathbf{Q}, \mathbf{q}}\right|_{\mathrm{bare}}\right]\right. \tag{12}
\end{equation*}
$$

where the notation $\mathbf{Q}, \mathbf{q}$ : ad indicates that the sum runs only over the quantum numbers that label the eigenstates of $\hat{H}_{\text {eff }}^{\operatorname{imp}}$. Thus, operators like $\hat{h}_{i}$ can be meaningfully computed in the bare Fock space, using $\hat{\Omega}_{\text {ad }}$

$$
\begin{equation*}
\chi_{i}=\left\langle\hat{\Omega}_{\mathrm{ad}}^{\dagger} \hat{h}_{i} \hat{\Omega}_{\mathrm{ad}}\right\rangle_{\mathrm{bare}} \tag{13}
\end{equation*}
$$

We provide specific examples for this in action shortly. Note that the charge of the impurity $Q$ behaves differently compared to the other quantum numbers and must be adjusted to be comparable between bare and effective model. In the case of the effective model being spin- $1 / 2$ based, the impurity charge is always $Q=1$, which is adequate for comparison with an sAIM (a special case of Eq. 8] [57] where the $S=1 / 2$ subspace also has $Q=1$. More complicated moieties, like for instance a six membered ring (akin to a simplified benzene molecule) host a spin- $1 / 2$ at several different charges, $Q=7$ just to list one. To account for that we look at a fixed impurity charge sector $\tilde{Q}$ that hosts at least one spin- $1 / 2$ representation. This value $\tilde{Q}$ is then the reference value and the admissible states are then defined with respect to $\tilde{Q}$. When the bath sites are attached, the quantum number $\tilde{Q}$ is the reference charge relative to which the new charge quantum numbers in the bare extended impurity are measured to, thus we can simply set

$$
\tilde{Q} \rightarrow Q=1
$$

One can take all charge sectors $\tilde{Q}$ that host a spin- $1 / 2$ into account by treating them as multiplets and summing over them. Even within a single charge sector of the bare model there can be several representations of spin- $1 / 2$, however those can be treated as multiplets and simply summed over. Since in our first application we are only dealing with a simple sAIM, we do not have to sum over different charge sectors or spin-representations.

The UML approach yields the best couplings $\boldsymbol{\theta}^{*}$ for the chosen Hamiltonian operators $\left\{\hat{h}_{i}\right\}$ in the effective model, Eq. 11, given the target Hamiltonian $\hat{H}_{\text {bare }}$, Eq. 8 . Thus, the $\left\{\hat{h}_{i}\right\}$ have to be chosen in the most general way possible, however we will see in the following discussion that some physical intuition or prior knowledge is required. In general and for impurity models in particular the RG procedure provides a systematic way to derive minimal effective models. The Wilsonian RG map [27] $R_{l}$ for a Hamiltonian $\hat{H}(\mathbf{C})=\sum C_{i} \hat{X}_{i}$, with couplings $\mathbf{C}=\left(C_{1}, C_{2}, \ldots\right)$ and associated interaction terms $\left\{\hat{X}_{i}\right\}$ allows to eliminate correlations between states above and below an energy scale $\exp (-l) D<D$ (with $D$ being the half bandwidth) which is iteratively becoming smaller as the transformation $R_{l}$ is repeated. The RG map produces a new Hamiltonian that is characterized by renormalized couplings

$$
\begin{equation*}
R_{l}[\hat{H}(\mathbf{C})]=\hat{H}\left(\mathbf{C}^{\prime}\right) \tag{14}
\end{equation*}
$$

while leaving the free energy invariant $\mathcal{F}(\mathbf{C})=\mathcal{F}\left(\mathbf{C}^{\prime}\right)$. Within the Wilsonian RG approach all terms $\hat{X}_{i}$ consistent with the symmetries and Fock space of the system
are allowed to appear in $\hat{H}(\mathbf{C})$. For simplicity we make the approximation that the set of interactions $\{\hat{X}\}$ is finite and does not change during the RG procedure. The continuos flow of the couplings $\mathbf{C}$ is described by the infinitesimal RG-transformation

$$
\begin{equation*}
\frac{d \mathbf{C}}{d l}=\lim _{\delta l \rightarrow 0} \frac{1}{\delta l}\left[\mathbf{R}_{l+\delta l}(\mathbf{C})-\mathbf{C}\right] \equiv \beta_{l}(\mathbf{C}) \tag{15}
\end{equation*}
$$

with $\beta_{l}$ being the Gell-Mann-Low $\beta$-function [29].
An important property of RG is the existence of fixed points (FP), which are characterized by a set of couplings $\left\{K^{*}\right\}$ that are invariant under further RG transformations

$$
\begin{equation*}
R_{l}\left[\hat{H}\left(\mathbf{C}^{*}\right)\right]=\hat{H}\left(\mathbf{C}^{*}\right) \equiv \hat{H}^{*} \tag{16}
\end{equation*}
$$

we call $\hat{H}^{*}$ the FP Hamiltonian. The RG transformation can be linearised at the FP Hamiltonian

$$
\begin{equation*}
R_{l}\left[\hat{H}^{*}+\delta \hat{H}\right]=\hat{H}^{*}+\mathcal{R}_{l}^{*} \cdot \delta \hat{H}+\mathcal{O}\left(\delta \hat{H}^{2}\right) \tag{17}
\end{equation*}
$$

where $\delta \hat{H}$ is a perturbation to the fixed point. The FP can be further analysed by finding the eigensystem of the linearized RG transformation $\mathcal{R}_{l}^{*} \cdot \hat{O}_{i}^{*}=\lambda_{i}^{*} \hat{O}_{i}^{*}$. The eigenvalues $\lambda_{i}^{*}$ indicated whether the operator $\hat{O}_{i}^{*}$ drives the system away from the FP if $\left|\lambda_{i}^{*}\right|>1$ or does not impede the flow to the FP if $\left|\lambda_{i}^{*}\right|<1$. Perturbations to the fixed point can be decomposed in to the eigensystem of $\mathcal{R}_{l}^{*}$ as $\delta \hat{H}=\sum_{i} \alpha_{i} \hat{O}_{i}^{*}$. If there are contributions $\alpha_{i}$ from operators with $\left|\lambda_{i}^{*}\right|>1$ the perturbation is said to be relevant, conversely if there are only contributions of the type $\left|\lambda_{i}^{*}\right|<1$ the perturbation is irrelevant (this is a strongly simplified discussion, we refer to [29] for more details).

A typical situation for non-critical FPs is that either $C_{i}^{*}=0$ or $C_{i}^{*}=\infty$ [29], which are trivially invariant under rescaling. This makes the application of perturbation theory straightforward and strongly simplified effective FP Hamiltonians can be identified. We refer to these models as minimal models, as they only include RG-relevant terms and thus the bare minimum interactions required. An important example is found in the RG-flow of the sAIM at particle-hole symmetry. The symmetric sAIM is given by the bare Hamiltonian,

$$
\begin{gather*}
\hat{H}_{\text {bare }}^{A}=\frac{1}{2} U_{d}\left(\hat{n}^{d}-1\right)^{2}  \tag{18}\\
+\hat{H}_{\text {disc }}^{\text {bath }}+V \sum_{\sigma}\left(\hat{d}_{\sigma}^{\dagger} \hat{c}_{0 \sigma}+\hat{c}_{0 \sigma}^{\dagger} \hat{d}_{\sigma}\right) . \tag{19}
\end{gather*}
$$

It is reasonable to assume that the potential energy is lower than the kinetic energy in realistic QIMs, meaning we choose sAIM parameters with $U_{d} / D<1$ to keep the bandwidth the largest energy scale in the system. However, the sAIM transforms under RG such that $U_{d} / D \rightarrow U_{d}^{\prime} / D^{\prime} \gg 1$ and thus the interaction becomes the dominant energy scale in the system, this is known as the local moment (LM) FP. Under these circumstances one can perform a second order perturbation theory in
the impurity-bath hybridization $V$ to obtain the famous Kondo model

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}^{\mathrm{K}}=\hat{H}^{\mathrm{bath}}+J \hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0} \tag{20}
\end{equation*}
$$

where $\hat{\mathbf{S}}_{0}=\frac{1}{2} \sum_{\sigma, \sigma^{\prime}} \boldsymbol{\sigma}_{\sigma \sigma^{\prime}} c_{0 \sigma}^{\dagger} c_{0 \sigma^{\prime}}$ is the conduction electron spin density at the impurity position. The Kondo model contains only terms that are RG-relevant to the flow of the sAIM and it encapsulates all its physics even for further scaling, away from the LM FP, this is the SWT. The SWT can also be applied to the nonrenormalized theory, for which it yields $J_{\text {SW }}=8 V^{2} / U_{d}$. However, this does not account for bandwidth renormalization $D \rightarrow D_{\text {eff }}$. An approximate form of the bandwidth renormalization in the small $U_{d}$ limit was found by Haldane [58], and discussed further by Krishnamurthy et $a l$ in 46, but still does not include subleading corrections from finite $J$. Recently, the authors determined the precise form numerically for all $U_{d}$ and $J_{\mathrm{SW}}$ using an alternative machine learning scheme based on optimization with respect to the partition function [43]. There it was shown that while the $J$ of the effective Kondo model, Eq. 20, can be tuned to reproduce the correct low-energy physics and Kondo scale $T_{\mathrm{K}}$, a coinciding free energy does not imply that all local observables are simultaneously matched between bare and effective model since the RG-flow of the bare and effective models is not the same. Therefore, the KLD is a somewhat misleading measure of distinguishability as its minimum requires local observables to match, but matching observables does not imply a matching free energy or matching low-energy scales. The KLD is only then a good measure of distinguishability if the bare and effective model have the same RG-flow, which is not the case when only RG-relevant terms are included in the effective model. Therefore, in this chapter we go beyond the minimal models, like the Kondo model and introduce minimally constrained effective models. These models are completely general, determined only by the symmetries of the bare model and thus, also allow to include RG-marginal or -irrelevant terms. We show in the following sections that such an effective model has a RGflow that is comparable to the bare model and it is hence capable of reproducing a special set of local observables as well as the universal low-energy Kondo physics.

The RG-analysis that yields the minimal model also provides insights in the reduction of degrees of freedom of the impurity; for sufficiently low temperatures $\left(T \lesssim U_{d}\right)$ the impurity turns from a spin-full, fermionic orbital into a spin- $1 / 2$ magnetic moment. The only aspect that we adopt from the minimal model in the minimally constrained model is the effective impurity Fock space $\mathcal{H}_{\text {eff }}^{\mathrm{imp}}$ that replaces the bare Fock space $\mathcal{H}_{\text {bare }}^{\mathrm{imp}}$. To meaningfully define an impurity Hamiltonian, a Fock space $\mathcal{H}_{\text {eff }}^{\mathrm{imp}}$ of a spin is not enough, at least one bath site has to be added to capture the impurity-bath coupling:

$$
\mathcal{H}_{0}^{\text {bath }} \otimes \mathcal{H}_{\mathrm{eff}}^{\mathrm{imp}}=\mathcal{H}_{\mathrm{eff}}^{1 \mathrm{e}-\mathrm{imp}}
$$

we refer to this as single extended impurity ( $1 \mathrm{e}-\mathrm{imp}$ ).

To systematically generalise this we consider the semiinfinite Wilson chain Eq. 9. This allows the construction of an $n$-extended impurity

$$
\mathcal{H}_{\mathrm{eff}}^{\text {ne-imp }}=\mathcal{H}_{\mathrm{n}}^{\text {bath }} \otimes \mathcal{H}_{\mathrm{n}-1}^{\text {bath }} \otimes \cdots \otimes \mathcal{H}_{0}^{\text {bath }} \otimes \mathcal{H}_{\mathrm{eff}}^{\mathrm{imp}}
$$

where $\mathcal{H}_{i}^{\text {bath }}$ corresponds to the Fock space of Wilson site $i$. Note that every site that is absorbed in the extended impurity is removed from the bath

$$
\hat{H}_{\mathrm{disc}}^{\mathrm{bath}} \mapsto \hat{\tilde{H}}_{\mathrm{disc}}^{\mathrm{bath}}=\sum_{\sigma} \sum_{i=n}^{\infty} \ldots
$$

The enlarged Fock space permits the inclusion of high order exchange terms with the bath and, due to the nature of the Wilson chain, RG-marginal and -irrelevant terms. It depends on the precise FP one is considering which eigenvalues the $i^{\text {th }}$ bath site operator $\hat{c}_{\sigma i}^{(\dagger)}$ has in terms of the linearized RG transformation $\mathcal{R}_{l}^{*}$ (Eq. 17), but impurity operators have in general eigenvalues with $\left|\lambda^{*}\right|>1$ and bath operators $\left|\lambda^{*}\right|<1$, with $\left|\lambda^{*}\right|$ decreasing for increasing $i$. Thus, including bath sites allows one to construct effective interactions $\hat{h}_{i}$ that go beyond the FP point physics and are closer to the bare model in terms of the RG-flow. Thereby we systematically improve the quality of our effective model.

Following Ref. [46] we construct the minimally constrained effective Hamiltonian on the $n$-extended impurity Fock space, with the only constraints being the symmetries of the bare model $\left\{\mathrm{S}_{1}, \mathrm{~S}_{2}, \ldots\right\}$. In the following we only consider models invariant under $U(1) \equiv \mathrm{Q}$ and $S U(2) \equiv \mathrm{S}$ as they are most commonly encountered in quantum impurity models and in fact also in the sAIM, however our approach can be generalised to more symmetries. Since representations of Q and S on $\mathcal{H}_{\mathrm{eff}}^{1 \mathrm{e}-\mathrm{imp}}$ commute we can construct a basis on the effective Fock space and label it with the quantum numbers $S$ for the non-abelian spin S quantum number, $s_{z}$ for the abelian magnetic quantum number of the Cartan subalgebra of S , and $Q$ for the abelian charge quantum number

$$
\begin{equation*}
\left\langle Q, S, s_{z} ; m \mid Q^{\prime}, S^{\prime}, s_{z}^{\prime} ; m^{\prime}\right\rangle=\delta_{Q Q^{\prime}} \delta_{S S^{\prime}} \delta_{s_{z} s_{z}^{\prime}} \delta_{m m^{\prime}} \tag{21}
\end{equation*}
$$

where $m$ is the multiplet index, as the same representation of $S$ and $Q$ can be repeated several times in the same Fock space. The multiplets are not unique: every linear combination of a multiplet of some collection of quantum numbers is again a multiplet with the same quantum numbers, hence multiplets introduce a gauge degree of freedom in the choice of the basis. Therefore, it is not possible to compare degenerate multiplets between bare and effective models. We show with the example of the sAIM that we can eliminate this ambiguity and enable meaningful analogies between bare and effective states. For now, assume we have chosen a multiplet gauge and thus, we can construct projectors on the quantum number subspaces

$$
\begin{equation*}
\hat{P}_{Q S}=\sum_{m}|Q, S ; m\rangle\langle Q, S ; m| ., \tag{22}
\end{equation*}
$$

where omitting $s_{z}$ implies that we have summed over all $s_{z}=-S,-S+1 \ldots, S$. These projectors form the operator basis that we use to construct the effective impurity Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}^{n-\mathrm{imp}}(\boldsymbol{\theta})=\sum_{Q, S} \theta_{Q S} \hat{P}_{Q S} \tag{23}
\end{equation*}
$$

and according to our previous discussion, this leads to a convex KLD as the projectors clearly all mutually commute. This is the ideal case in terms of optimisation, but it is not the most general $S U(2) \times U(1)$ Hamiltonian on $\mathcal{H}_{\text {eff }}^{n e-i m p}$, since different multiplets with the same QNs are treated independently in $\hat{H}_{\text {eff }}$, but may also be connected. With the example of the sAIM we make $\hat{H}_{\text {eff }}$ more general in the next section at the cost of the convexity of the KLD. However, here we first stick with Eq. 23. One of the advantages of the projectors $\hat{P}_{Q S}$ is that $\hat{\Omega}_{\mathrm{ad}}^{\dagger} \cdot \hat{P}_{Q S} \cdot \hat{\Omega}_{\mathrm{ad}}$ is trivial to compute and it makes the observables directly comparable between bare and effective model. This is because bare and effective model have the same symmetries by construction.

An important property of the projectors is that the sum over all projectors gives the identity on the effective Fock space $\mathcal{H}_{\text {eff }}^{n e-i m p}$

$$
\begin{equation*}
\hat{\mathbb{1}}_{\mathrm{eff}}=\sum_{Q, S} \hat{P}_{Q S} \tag{24}
\end{equation*}
$$

from which follows that $\left\langle\hat{\mathbb{1}}_{\text {eff }}\right\rangle_{\text {eff }}=1$. But the sum over all projectors is clearly not the identity on the bare Fock space and therefore $\left\langle\hat{\Omega}_{\text {ad }}^{\dagger} \cdot \hat{\mathbb{1}}_{\text {eff }} \cdot \hat{\Omega}_{\text {ad }}\right\rangle_{\text {bare }} \leq 1$. From this it follows that it is impossible to demand

$$
\begin{equation*}
\left\langle\hat{\Omega}_{\mathrm{ad}}^{\dagger} \cdot \hat{P}_{Q S} \cdot \hat{\Omega}_{\mathrm{ad}}\right\rangle_{\mathrm{bare}}=\left\langle\hat{P}_{Q S}\right\rangle_{\mathrm{eff}} \tag{25}
\end{equation*}
$$

for all $Q$ and $S$ combinations at the same time, as this would amount to demanding

$$
\begin{equation*}
\left\langle\hat{\mathbb{1}}_{\mathrm{eff}}\right\rangle_{\mathrm{eff}} \stackrel{!}{=}\left\langle\hat{\Omega}_{\mathrm{ad}}^{\dagger} \cdot \hat{\mathbb{1}}_{\mathrm{eff}} \cdot \hat{\Omega}_{\mathrm{ad}}\right\rangle_{\mathrm{bare}} \tag{26}
\end{equation*}
$$

which cannot be satisfied for a meaningful reduction in complexity of $\hat{H}_{\text {eff }}$ to $\hat{H}_{\text {bare }}$. Therefore at least one projector (or a multiplet within a projector) must be omitted in the Hamiltonian $\theta_{Q S}=0$, this choice is not arbitrary and an ideal choice can be made, as we show in Sec. IV.

## III. SINGLE AND DOUBLE EXTENDED EFFECTIVE IMPURITY MODELS

The simplest effective Hamiltonians for the AIM are defined on a single extended (1e-imp) Fock space and the prime example is the Kondo model. However the Kondo model can only either reproduce the local observables or the universal temperature scale $T_{K}$ and not both, as shown recently by the authors 43]. The minimally constrained models get increasingly capable of reproducing
both by increasing the number of bath sites included in the extended impurity.

The construction of the $1 \mathrm{e}-\mathrm{imp}$ minimally constrained model begins with creating the basis of the $\mathcal{H}_{\text {eff }}^{1 \mathrm{e}-\mathrm{imp}}$ Fock space, which is straight forward as $M=1$ for all QN combinations. The basis states are then turned into projectors associated with $Q$ and $S$

$$
\begin{align*}
\hat{P}_{0,1} & =|\uparrow, \Uparrow\rangle\langle\uparrow, \Uparrow|+|\downarrow, \Downarrow\rangle\langle\downarrow, \Downarrow|+\frac{1}{2}(|\uparrow, \Downarrow\rangle\langle\uparrow, \Downarrow| \\
& +|\downarrow, \Uparrow\rangle\langle\downarrow, \Uparrow|+|\downarrow, \Uparrow\rangle\langle\uparrow, \downarrow|+|\uparrow, \Downarrow\rangle\langle\downarrow, \Uparrow|) \\
\hat{P}_{ \pm 1,1 / 2} & =(|0\rangle\langle 0|+|\uparrow \downarrow\rangle\langle\uparrow \downarrow|) \otimes(|\Uparrow\rangle\langle\Uparrow|+|\downarrow\rangle\langle\Downarrow|) \\
\hat{P}_{0,0} & =\frac{1}{2}(|\uparrow, \downarrow\rangle\langle\uparrow, \Downarrow|+|\downarrow, \Uparrow\rangle\langle\downarrow, \Uparrow|-|\downarrow, \Uparrow\rangle\langle\uparrow, \Downarrow| \\
& -|\uparrow, \Downarrow\rangle\langle\downarrow, \Uparrow|), \tag{27}
\end{align*}
$$

where we have assumed particle hole symmetry and $|\phi, \sigma\rangle \equiv|\phi\rangle_{0} \otimes|\sigma\rangle_{d}$ with $\phi=\{0, \uparrow, \downarrow, \uparrow \downarrow\}$ for the local bath orbital and $\sigma=\{\Uparrow, \Downarrow\}$ for the impurity spin. The corresponding projectors, that are measured in the bare AIM must include an additional multiplier $\hat{\Omega}_{\mathrm{ad}}=$ $\hat{n}_{\uparrow}^{d}+\hat{n}_{\downarrow}^{d}-2 \hat{n}_{\uparrow}^{d} \hat{n}_{\downarrow}^{d}$ to project out impurity states with 0 and 2 electrons $\hat{P}_{Q S} \rightarrow \hat{\Omega}_{\mathrm{ad}} \cdot \hat{P}_{Q S} \cdot \hat{\Omega}_{\mathrm{ad}}$. Thus, the representation of $\hat{P}_{Q S}$ in second quantized operators is different for bare and effective model. The effective Hamiltonian $\hat{H}_{\text {eff }}^{11 n-\text { mol }}=\hat{\tilde{H}}_{\text {bath }}+\theta_{0,1} \hat{P}_{0,1}+\theta_{0,0} \hat{P}_{0,0}+\theta_{ \pm 1,1 / 2} \hat{P}_{ \pm 1,1 / 2}$ reads in second quantized notation

$$
\begin{align*}
\hat{P}_{0,1} & =\frac{3}{4}\left(\hat{n}_{\uparrow}^{0}+\hat{n}_{\downarrow}^{0}-2 \hat{n}_{\uparrow}^{0} \hat{n}_{\downarrow}^{1}\right)+\hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}  \tag{28}\\
P_{0,0} & =\frac{1}{4}\left(\hat{n}_{\uparrow}^{1}+\hat{n}_{\downarrow}^{1}-2 \hat{n}_{\uparrow}^{1} \hat{n}_{\downarrow}^{1}\right)-\mathbf{S}_{1} \cdot \mathbf{S}_{2}  \tag{29}\\
\hat{P}_{ \pm 1,1 / 2} & =\hat{\mathbb{I}}_{\text {eff }}-\hat{n}_{\uparrow}^{0}-\hat{n}_{\downarrow}^{0}+2 \hat{n}_{\uparrow}^{0} \hat{n}_{\downarrow}^{0}, \tag{30}
\end{align*}
$$

where $\hat{n}_{0}=\sum_{\sigma} \hat{c}_{0 \sigma}^{\dagger} \hat{c}_{0 \sigma}$. The projectors Eq. 28 combined form the most general $\mathrm{SU}(2)$ and particle-hole symmetric Hamiltonian on $\mathcal{H}_{\text {eff }}^{1 \mathrm{e}-\mathrm{imp}}$. Recombining the projectors yields a different parametrization with the same expressibility

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}^{J U}=\hat{\tilde{H}}_{\mathrm{bath}}+J \hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}+\frac{1}{2} U_{0}\left(\hat{n}_{0}-\hat{\mathbb{I}}_{\mathrm{eff}}\right)^{2}+L \hat{\mathbb{I}}_{\mathrm{eff}} \tag{31}
\end{equation*}
$$

This parametrization Eq. 31 is still meaningful in bare and effective model, because of the simplicity of the AIM. However, note that Eq. 31 includes the identity operator. As discussed before the identity is an unmatchable observable between bare and effective model and since it does not have any impact on the physics we set $L=0$ and find $J=\theta_{0,1}, \quad U_{0}=2 \theta_{ \pm 1,1 / 2}-\frac{3}{2} \theta_{0,1}$. Later in the paper we compare in detail the performance of Eq. 31 and Eq. 28. The parametrization Eq. 31 shows that the $\hat{H}_{\text {eff }}^{1 n-\mathrm{mol}}$ is equivalent to the LM FP Hamiltonian including the leading irrelevant perturbation, as shown in the RG-Analysis by Krishnamurty et. al. [46. This exemplifies how the extended impurity approach allows to include irrelevant terms in the Hamiltonian.

We can use the same procedure as for the 1 e -imp to derive the $2 \mathrm{e}-\mathrm{imp}$ minimally constrained Hamiltonian.

Constructing the Q and S basis of $\mathcal{H}_{\mathrm{eff}}^{2 \mathrm{e}-\mathrm{imp}}$ one finds a total of eight $Q$ and $S$ combinations, but a total of $15 \mathrm{~s}_{z^{-}}$ multiplets. Since multiplets are arbitrary they can not be compared between bare and effective model. Thus, we need additional operators that commute with the representations of Q and S such that a common eigenbasis can be formed and then allows us to identify every multiplet. Choosing specific operators creates combinations of multiplets that are not all equally suited to express the physics of the problem, we want all terms in the Hamiltonian to commute there are no terms in the Hamiltonian between QN subspaces. Hence one has to use physical intuition to make a good choice for the additional operators, however if we sacrifice the convexity in parts we can introduce terms that hybridize QN subspaces and thus again yield the most general $\mathrm{SU}(2)$ symmetric Hamiltonian. First we consider no such terms though, thus we introduce the hopping operator between the first and second Wilson chain sites

$$
\begin{equation*}
\hat{T}=\sum_{\sigma}\left(\hat{c}_{\sigma 0}^{\dagger} \hat{c}_{\sigma 1}+\hat{c}_{\sigma 1}^{\dagger} \hat{c}_{\sigma 0}\right) \tag{32}
\end{equation*}
$$

The $\hat{T}$ operator has the advantage that it is supported on the bath Fock-space and is thus comparable between effective and bare Fock space as it does not depend on the impurity Fock-space. Then there is a clear physical motivation why one would want to include this term, that is because it is also present in the bare Hamiltonian. Forming the common eigenspaces of $\mathrm{S}, \mathrm{Q}$ and now also $\hat{T}$ we find that only one multiplet remains degenerate

$$
\begin{align*}
\left|0, \frac{1}{2}, 0, \frac{1}{2} ; 0\right\rangle & =\sqrt{\frac{2}{3}}|\uparrow, \uparrow, \Downarrow\rangle-\sqrt{\frac{1}{6}}(|\downarrow, \uparrow, \uparrow\rangle+|\uparrow, \downarrow, \Uparrow\rangle) \\
\left|0, \frac{1}{2}, 0,-\frac{1}{2} ; 0\right\rangle & =-\sqrt{\frac{2}{3}}|\downarrow, \downarrow, \uparrow\rangle+\sqrt{\frac{1}{6}}(|\downarrow, \uparrow, \downarrow\rangle+|\uparrow, \downarrow, \Downarrow\rangle) \\
\left|0, \frac{1}{2}, 0, \frac{1}{2} ; 1\right\rangle & =\frac{1}{\sqrt{2}}(|\uparrow \downarrow, 0, \Uparrow\rangle-|0, \uparrow \downarrow, \Uparrow\rangle) \\
\left|0, \frac{1}{2}, 0,-\frac{1}{2} ; 1\right\rangle & =\frac{1}{\sqrt{2}}(|\uparrow \downarrow, 0, \downarrow\rangle-|0, \uparrow \downarrow, \Downarrow\rangle) \tag{33}
\end{align*}
$$

where we have adopted the notation $\left|Q, S, T, s_{z} ; m\right\rangle$ with $T$ being the hopping eigenvalue. This last ambiguity can be resolved by introducing on more operator

$$
\begin{equation*}
\hat{W}=\hat{n}_{\uparrow}^{0} \hat{n}_{\downarrow}^{0}+\hat{n}_{\uparrow}^{1} \hat{n}_{\downarrow}^{1} \tag{34}
\end{equation*}
$$

which we only use in the $S=1 / 2$ and $Q=0$ subspace. Since, the hopping eigenvalues in this subspace are $T \in\{-2,0,2\}$ we do not introduce an additional quantum number for $\hat{W}$, but combine the $T$ and $W$ quantum numbers to $T \in\{-2,0,1,2\}$ such that $\left|0, \frac{1}{2}, 0 ; 0\right\rangle \rightarrow\left|0, \frac{1}{2}, 0\right\rangle$ and $\left|0, \frac{1}{2}, 0 ; 1\right\rangle \rightarrow\left|0, \frac{1}{2}, 1\right\rangle$. All states and quantum numbers for this particular basis are given in Appendix B. With the basis being now complete and unique we have again a projector basis $\hat{P}_{Q S T}$ that allows us to build the effective Hamiltonian $\hat{H}_{\text {eff }}^{2 \mathrm{e}-\mathrm{imp}}=\hat{\tilde{H}}_{\text {bath }}+\sum_{\{Q S T\}: \text { ad }} \theta_{Q S T} \hat{P}_{Q S T}$ while yielding a convex KLD.

In building the 2 e -imp basis we have prioritised the convexity over generality of the Hamiltonian, we can also prioritise generality over convexity. The generality is limited because $Q, S$-multiplets are not connected by any term in the Hamiltonian despite Q and S symmetry in principle allowing such transitions. To get the most general Q- and S-symmetric Hamiltonian we can include the terms

$$
\begin{equation*}
\hat{P}_{Q S ; t, t^{\prime}}=|Q, S, T=t\rangle\left\langle Q, S, T=t^{\prime}\right|+h . c . \tag{35}
\end{equation*}
$$

that connect states with the same $Q, S$ but different $T$ and $W$ eigenvalues. In the next section we show numerical results for the 1 e -imp and 2 e -imp, where we also compare the performance of the convexity prioritised and generality prioritised 2e-imp Hamiltonians.

## IV. QUANTIFYING THE LEARNING PROGRESS

In the previous section we have introduced the KLD loss function Eq. 4 that quantifies the distinguishability between bare and effective model. In general ML applications, the value of the loss function is a useful metric to judge the training progress and performance of the model. In the case of the KLD for impurity models it is impossible to compute the actual value and thus, the training progress cannot be known. However, to optimize the KLD it is not necessary to evaluate it: as we know its gradient Eq. 5 we can perform a gradient descent (GD) optimization. Since the KLD can be shown to be convex for the minimally constrained models, the gradient vanishes only at saddle-points or global minima of the KLD. Thus, the gradient is itself a good replacement for the loss function to determine whether the training of a model has converged. Due to the special form of the gradient an optimum can only be reached when expectation values associated to the effective Hamiltonian interactions coincide in the bare and effective system

$$
\begin{equation*}
\left\langle\hat{\Omega}_{\mathrm{ad}}^{\dagger} \nabla_{\theta} \hat{H}_{\mathrm{eff}} \hat{\Omega}_{\mathrm{ad}}\right\rangle_{\mathrm{bare}}=\left\langle\nabla_{\theta} \hat{H}_{\mathrm{eff}}\right\rangle_{\mathrm{eff}} \tag{36}
\end{equation*}
$$

It is clearly a desirable property for an effective model to reproduce bare thermodynamic observables. However the fact that the bare and effective models are connected through RG implies that if their free energy for a single temperature coincides, then all other energy scales of the system will coincide too (within the validity range of the effective model). For impurity models such a scale would be the Kondo temperature $T_{K}$, which is crucial to infer in order to capture the low temperature behaviour of molecular junctions. The accuracy of the effective model can be related to the Kondo temperature in terms of the relative error

$$
\begin{equation*}
\Delta\left(T_{K}^{\mathrm{eff}}, T_{K}^{\mathrm{bare}}\right)=\left|1-\frac{\max \left(T_{K}^{\mathrm{eff}}, T_{K}^{\mathrm{bare}}\right)}{\min \left(T_{K}^{\mathrm{eff}}, T_{K}^{\mathrm{bare}}\right)}\right| \tag{37}
\end{equation*}
$$

We use $\Delta\left(T_{K}^{\mathrm{eff}}, T_{K}^{\mathrm{bare}}\right)$ in the following as one of the metrics to quantify the performance of a trained effective


FIG. 2. Impurity-bath spin-spin expectation value $\left\langle\hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}\right\rangle$ at zero temperature for the sAIM Eq. 18 (blue line) compared with the corresponding value in the minimal model Eq. 20 optimized by F-learning (green). The inset shows their ratio, which captures the different renormalizations along the two paths to the same SC fixed point. Plotted as a function of $U_{d}$ for $8 V^{2} / U_{d}=0.3$.
model. Note that $T_{K}$ is not directly optimized during the UML procedure, so this is a stringent and nontrivial metric. When learning a representation for realistic molecular junctions $T_{K}^{\text {bare }}$ cannot be inferred and therefore the approximation error of calculated observables has to suffice

$$
\begin{equation*}
\Delta\left(\left\langle\hat{h}_{i}\right\rangle_{\mathrm{eff}},\left\langle\hat{h}_{i}\right\rangle_{\text {bare }}\right)=\left|1-\frac{\max \left(\left\langle\hat{h}_{i}\right\rangle_{\mathrm{eff}},\left\langle\hat{h}_{i}\right\rangle_{\text {bare }}\right)}{\min \left(\left\langle\hat{h}_{i}\right\rangle_{\mathrm{eff}},\left\langle\hat{h}_{i}\right\rangle_{\text {bare }}\right)}\right| . \tag{38}
\end{equation*}
$$

While energy scales such as $T_{K}$ and the free energy are invariant under the Wilsonian RG, thermodynamic observables flow under the RG transformation. To understand how observables flow it is instructive to interpret the RG procedure as a reparametrization of the free energy. In this picture the renormalization is achieved by replacing the bare coordinate system with a new coordinate system that leaves $\mathcal{F}$ invariant $\mathbf{C} \rightarrow \mathbf{C}^{\prime}(\mathbf{C})$ (for simplicity we drop the explicit dependence of the renormalized parameters on the bare parameters from the notation). In this picture thermodynamic observables can be interpreted as covariant tensors that can be transformed as such between coordinate systems [56]

$$
\begin{align*}
\left\langle\hat{h}_{i}\right\rangle_{\mathrm{eff}} & =\frac{\partial}{\partial \theta_{i}} \mathcal{F}(\boldsymbol{\theta}) \\
& =\sum_{j} \frac{\partial \theta_{j}^{*}}{\partial \theta_{i}} \frac{\partial}{\partial \theta_{j}^{*}} \mathcal{F}\left(\boldsymbol{\theta}^{*}\right)=\sum_{j} \chi_{\theta_{j}}^{*} \frac{\partial \theta_{j}^{*}}{\partial \theta_{i}}, \tag{39}
\end{align*}
$$

with $\boldsymbol{\theta}^{*}$ being the FP couplings and $\chi_{\theta_{i}}^{*}$ the FP expectation value. The matrix $\frac{\partial \theta_{j}^{*}}{\partial \theta_{i}}$ can be obtained from the
$\beta$-function (Eq. 15 ) and allows us to make a connection between the FP value of an observable and the unrenormalized expectation values. Note that we have replaced C with $\boldsymbol{\theta}$ to emphasize the effective model parameters (Eq. 11). Eq. 39 shows that the bare expectation value is a linear combination of all possible FP expectation values, weighted by the dependence of the FP parameter on the bare parameters.

As an example we consider the Kondo model, for which it is well known that the SC FP is reached for a renormalized coupling of $J^{*}=\mathcal{O}(1)$. Therefore, the electrons in the system lock into a singlet to screen the impurity spin. The impurity-bath spin correlator $\left\langle\hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}\right\rangle=\chi_{J}^{*}$ athe FP follows as:

$$
\partial_{J} \mathcal{F}\left(J^{*}\right)=\chi_{J}^{*}=-3 / 4 .
$$

Despite that the same mechanism dominates the bare Kondo model, one does not measure the FP value $\chi_{J}^{*}$ but

$$
\left\langle\hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}\right\rangle=\chi_{J}^{*} \frac{\partial J^{*}}{\partial J}
$$

The scaling laws of the Kondo model are known analytically from several different approaches [9], however only to a certain order in perturbation theory and therefore the estimation for $\partial_{J} J^{*}$ vanishes as $D \rightarrow 0$. This prohibits the exact analytic calculation of $\left\langle\hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}\right\rangle$ from $\chi_{J}^{*}$ (the true scaling of bare couplings is far beyond tractability).
Despite that, it is still insightful to express the expectation values of effective interactions $\hat{h}_{i}$ (or $\hat{P}_{i}$ ) in the bare model in this formulation, even if in the end we evaluate them numerically. Because the effective interactions do not occur in the bare Hamiltonian they have to be added by means of source terms, which we also denote with $\theta_{i}$. The thermodynamic expectation value can now be calculated by differentiating the free energy with respect to the source term

$$
\begin{align*}
\left\langle\hat{h}_{i}\right\rangle_{\text {bare }} & =\left.\frac{\partial}{\partial \theta_{i}} \mathcal{F}\left(\mathbf{C} ; \theta_{i}\right)\right|_{\theta_{i}=0} \\
& =\left.\left[\frac{\partial \theta_{i}^{*}}{\partial \theta_{i}} \frac{\partial}{\partial \theta_{i}^{*}}+\sum_{j} \frac{\partial C_{j}^{*}}{\partial \theta_{i}} \frac{\partial}{\partial C_{j}^{*}}\right] \mathcal{F}\left(\mathbf{C}^{*} ; \theta_{i}^{*}\right)\right|_{\theta_{i}=0} \\
& =\left.\chi_{\theta_{i}}^{*} \frac{\partial \theta_{i}^{*}}{\partial \theta_{i}}\right|_{\theta_{i}=0}+\left.\sum_{j} \chi_{C_{j}}^{*} \frac{\partial C_{j}^{*}}{\partial \theta_{i}}\right|_{\theta_{i}=0}, \tag{40}
\end{align*}
$$

where $\mathbf{C}^{*}$ are the bare FP parameters. The effective model is chosen such that as $D \rightarrow 0$ it approaches the same FP as the bare model. Thus, the bare FP parametrization involves the same interactions and parameters as the effective model

$$
\begin{equation*}
\left\langle\hat{h}_{i}\right\rangle_{\text {bare }}=\left.\frac{\partial}{\partial \theta_{i}} \mathcal{F}\left(\mathbf{C} ; \theta_{i}\right)\right|_{\theta_{i}=0}=\left.\sum_{j} \chi_{\theta_{j}}^{*} \frac{\partial \theta_{j}^{*}}{\partial \theta_{i}}\right|_{\theta_{i}=0}, \tag{41}
\end{equation*}
$$

however here we have $\theta_{j}^{*}(\mathbf{C})$, while in we have Eq. 39 $\theta_{j}^{*}(\boldsymbol{\theta})$. The FP expectation values $\chi_{\theta_{j}}^{*}$ are identical for
bare and effective models, but the bare expectation value differs from the effective one only by the different dependence of the FP parameters on the source term. Therefore, matching observables $\left(\left\langle\hat{h}_{i}\right\rangle_{\text {bare }}=\left\langle\hat{h}_{i}\right\rangle_{\text {eff }}\right)$ actually means that

$$
\begin{equation*}
\left[\frac{\partial \theta_{j}^{*}}{\partial \theta_{i}}\right]_{\mathrm{eff}}=\left[\left.\frac{\partial \theta_{j}^{*}}{\partial \theta_{i}}\right|_{\theta_{i}=0}\right]_{\mathrm{bare}} \tag{42}
\end{equation*}
$$

is matched between bare and effective model. If both models would flow in the same manner to the FP this would imply that observables and energy scales can be matched at the same time. However, the way in which bare and effective model flow to the FP is not in general the same. The bare RG-flow typically involves more FPs than the effective RG-flow, which by construction is simpler. For instance, the sAIM visits the free orbital FP, which the Kondo model does not. As a consequence when bare and effective observables coincide, the free energies are not necessarily agreeing, and vice versa.

For the case of the sAIM and the Kondo model Eq. 20 acting as minimal model, it is found that the expectation value of the effective interaction in the effective model is upper bounded by the expectation value in the bare model

$$
\begin{equation*}
\left\langle\hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}\right\rangle_{\mathrm{eff}} \leq\left\langle\hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}\right\rangle_{\text {bare }} \tag{43}
\end{equation*}
$$

We demonstrate this fact for a wide range of sAIM parameters in Fig. 2 We can rewrite this upper bound using the FP expectation value and the FP coupling derivative as

$$
\begin{equation*}
\chi_{J}^{*}\left[\frac{\partial J^{*}}{\partial J}\right]_{\mathrm{eff}} \leq \chi_{J}^{*}\left[\frac{\partial J^{*}}{\partial J}\right]_{\mathrm{bare}} \tag{44}
\end{equation*}
$$

and using $\chi_{J}^{*}=-\frac{3}{4}$ if follows immediately that

$$
\begin{equation*}
\left[\frac{\partial J^{*}}{\partial J}\right]_{\mathrm{bare}} /\left[\frac{\partial J^{*}}{\partial J}\right]_{\mathrm{eff}} \leq 1 \tag{45}
\end{equation*}
$$

which is exactly what we observe in Fig. 22 and also for models beyond the minimal model. In the following we show how this discrepancy affects the ability of various effective models to capture the Kondo temperature and how the approximation can be improved by including RG-irrelevant terms.

In equation Eq. 26 we have demonstrated the importance or relating the identity operator of the effective impurity Fock space to the bare impurity Fock space. However, the identity operator is special in the sense that it does not obey Eq. 39

$$
\begin{equation*}
\left\langle\hat{\Omega}_{\mathrm{ad}}\right\rangle_{\mathrm{eff}}=\langle\mathbb{1}\rangle_{\mathrm{eff}}=1 \neq \sum_{j} \chi_{j}^{*} \frac{\partial \theta_{j}^{*}}{\partial \theta_{i}}=0 \tag{46}
\end{equation*}
$$

since the identity can not influence the RG-flow as it has no influence on the Hamiltonian and therefore
$\partial \theta_{j}^{*} / \partial \theta_{i}=0$. In the bare Hilbert space, $\hat{\Omega}_{\mathrm{ad}}$ behaves the same as a regular observable, for which Eq. 39 holds. Thus, it follows from Eq. 42 that knowledge of $\left\langle\Omega_{\mathrm{ad}}\right\rangle_{\text {bare }}$ does not allow to establish a relationship between $\left\langle\hat{h}_{i}\right\rangle_{\text {eff }}$ and $\left\langle\hat{h}_{i}\right\rangle_{\text {bare }}$ through rescaling $\left\langle\hat{h}_{i}\right\rangle_{\text {bare }}$ with $\left\langle\hat{\Omega}_{\text {ad }}\right\rangle_{\text {bare }}$. Hence, the importance of Eq. 26 comes not from accounting for scale differences, but from demonstrating that the optimization problem Eq. 4 is overdetermined when using the projectors $\hat{P}_{Q S}$ as effective interactions and this holds at all scales due to Eq. 46.

## V. RESULTS

As proof of principle we only study mappings for the AIM, which can be solved completely using Wilson's NRG (see Appendix Cfor the details of the calculations). We can use the analytical mapping to the minimal model Eq. 20 with the coupling $J_{S W}$ as comparison for our results. This mapping gives us also a reference value for the Kondo temperature
$T_{K}\left(D, J_{S W}\right)=\alpha D \sqrt{\rho_{0} J_{S W}} \exp \left[-1 / \rho_{0} J_{S W}+\gamma \rho_{0} J_{S W}\right]$,
with $\rho_{0}=1 / 2 D$ the density of states of the bath at the Fermi level, $\gamma=\pi^{2} / 4$ and $\alpha=\mathcal{O}(1)$. Our tests consist of performing the minimization of the KLD for the minimal model, the $1 \mathrm{e}-\mathrm{imp}$ and the 2 e -imp for an AIM with $8 V^{2} / U_{d}=0.3 D$ which leads to a constant $T_{K}\left(D, J_{S W}\right)$. The interaction strengths are drawn from between $0.01 \leq U_{d} / D \leq 100$ such as to cover the cases $U_{d} / D \ll 1$ and $U_{d} / D \gg 1$. The true Kondo temperature for the bare and effective models is extracted from the impurity entropy $S(T)$ 60, as shown in Fig. 3d) for different optimized effective models and the corresponding bare model. In the following we us the definition $S\left(T_{K}\right)=0.5$.

The first example is the minimization of the KLD for the minimal model Eq. 20, which contains only the RGrelevant spin-exchange term. The associated coupling $J$ gets strongly renormalized and as a result $\frac{\partial J^{*}}{\partial J}$ has a different functional form for bare and effective model depending on whether $U_{d} / D \ll 1$ or $U_{d} / D \gg 1$. In the case of $U_{d} / D \gg 1$ the AIM is effectively already in a LM fixed point and thus the flow of the AIM and the minimal model are coinciding, which means that because of matching the spin-spin exchange term the minimal model is also able to match $T_{K}$. This behaviour is clearly shown in Fig. 3 a) in green. When $U_{d} / D=\mathcal{O}(1)$ the free orbital fixed point plays a significant contribution in the flow of the AIM, which explains the behaviour in Fig. 3 a) as matching the observable is now no longer equal to matching $T_{K}$. Thus, the minimal model is not fit to yield good approximations of the $T_{K}^{\mathrm{bare}}$ based on knowledge of the observables. As a result the relative error $\Delta\left(T_{K}^{\mathrm{eff}}, T_{K}^{\mathrm{bare}}\right)$ diverges for $U_{d} \rightarrow 0$.

To understand more realistic scenarios only the parameter range $U_{d} / D<1$ is of importance, which is


FIG. 3. Performance metrics for the optimized effective models. Here we compare the bare sAIM (points) with the results of F-learning (blue lines), and UML employing the minimal (green), 1e (orange) and 2e (red) models. As a figure of merit, panel a) shows the Kondo scale $T_{K}$ for these models, while b) gives the relative error of the effective $T_{K}^{\mathrm{eff}}$ with respect to the bare $T_{K}^{\text {bare }}$. Panel c) shows the dependence of RGrelevant and -irrelevant operators on $U_{d}$. To illustrate the relative quality of the various effective models, in panel d) we show their impurity entropy (lines), compared with benchmark results for the sAIM (points), for representative bare $U_{d}=0.4$. Throughout we have used $8 V^{2} / U_{d}=0.3$.


FIG. 4. Panel a) and b) compare different configurations of Eq. 28 as effective Hamiltonians. The top left panel of a) shows the observables for the $\hat{H}_{\text {eff }}^{J U}$ model, while the others show the observables of the $\hat{H}_{\text {eff }}^{1 \mathrm{e}-\mathrm{imp}}$ for different eliminated interactions. The panels in a) are labelled by the eliminated interaction $\theta_{Q S}=0$. Panel b) compares the relative error of $T_{K}$ for these four models.
where the most improvement is needed over the minimal model. This can be achieved with the most general $\mathrm{SU}(2)$ symmetric Hamiltonian we can define on $\mathcal{H}_{0}^{\text {bath }} \otimes \mathcal{H}_{\text {eff }}^{\text {mol }}$. However, keeping all projectors in Eq. 28 can not converge the KLD. At least one of the projectors must be eliminated. To help to choose which one we introduce the Frobenius scalar product (FSP) on the operator space $\langle\hat{A}, \hat{B}\rangle=\operatorname{tr}\left[\hat{A}^{\dagger} \cdot \hat{B}\right]$ and the corresponding norm $\|\hat{A}\|=\sqrt{\left\langle\hat{A}^{\dagger}, \hat{A}\right\rangle}$. Using the FSP any projector $\hat{h}_{i}$ can be decomposed into its contribution from the FP Hamiltonian $\left\langle\hat{h}_{i}, \hat{H}^{*}\right\rangle /\left\|\hat{H}^{*}\right\|^{2}=\alpha_{i}$ and an RG-irrelevant operator $\left\langle\hat{h}_{i}, \hat{\Lambda}_{i}\right\rangle /\left\|\hat{\Lambda}_{i}\right\|^{2}=\beta_{i}$, with $\left\langle\hat{\Lambda}_{i}, \hat{H}^{*}\right\rangle=0$. The operator $\hat{\Lambda}_{i}$ can easily be found after one round of the Gram-Schmidt procedure $\hat{\Lambda}_{i}=\hat{h}_{i}-\alpha_{i} \hat{H}^{*}$. The decomposition of the projector $\theta_{i} \hat{h}_{i}=\theta_{i}\left(\alpha_{i} \hat{H}^{*}+\beta_{i} \hat{\Lambda}\right)=\gamma_{i} \hat{H}^{*}+\lambda_{i} \hat{\Lambda}_{i}$ can be used
for a substitution

$$
\begin{gather*}
\left.\frac{\partial}{\partial \theta_{i}} \mathcal{F}\left(\{K\}, \theta_{i}\right)\right|_{\theta_{i}=0}= \\
{\left.[\beta_{i} \underbrace{\frac{\partial}{\partial \lambda_{i}}}_{\text {RG irrelevant }}+\alpha_{i} \underbrace{\frac{\partial}{\partial \gamma_{i}}}_{\text {RG relevant }}] \mathcal{F}\left(\{K\}, \lambda_{i}, \gamma_{i}\right)\right|_{\gamma_{i}=\lambda_{i}=0}} \tag{47}
\end{gather*}
$$

which tells us that the larger $\alpha_{i}$ the stronger $\left\langle\hat{h}_{i}\right\rangle$ flows under RG. For the example of the minimal model it is trivially $\beta_{i}=0$ and the only contribution to the flow is RG-relevant. The projectors $\hat{P}_{Q S}$ (Eq. 28) on the other hand have a non-trivial decomposition. To render the overlap parameter $\alpha_{i}$ comparable we introduce $\tilde{\alpha}_{i}=\left|\left\langle\hat{h}_{i}, \hat{H}^{*}\right\rangle /\left\|\hat{H}^{*}\right\|\left\|\hat{h}_{i}\right\|\right|$, which is normalized with respect to the effective interaction. This provides a means to compare the strength of the renormalization of the effective interactions and therefore to decide which interaction to eliminate. For the effective interactions of $\hat{H}_{\text {eff }}^{J U}$ and $\hat{H}_{\text {eff }}^{1 e-i m p}$ the FSP with $\hat{H}^{*}=\hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}$ is:

$$
\begin{array}{c|c|c|c|c|c} 
& \hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0} & \left(\hat{n}_{0}-1\right)^{2} & \hat{P}_{0,1} & \hat{P}_{0,0} & \hat{P}_{ \pm 1,1 / 2} \\
\hline \tilde{\alpha} \approx & 1 & 0 & 0.5 & 0.87 & 0
\end{array}
$$

Based on the values of $\tilde{\alpha}_{i}$ the ideal Hamiltonian is $\hat{H}_{\text {eff }}^{1 e-i m p}$ with $\theta_{0,0}=0$, as that excludes the term that gets renormalized the strongest. We put this hypothesis to the test by optimizing all four possible Hamiltonians, starting with $\hat{H}_{\text {eff }}^{J U}$. In $\hat{H}_{\text {eff }}^{J U}$ we have already set $L=0$, which means that the minimization of the KLD can be converged. As Fig. 4 a) shows, the observables can be matched for any $U_{d}$, however Fig. 4 b) shows that the relative error $\Delta\left(T_{K}^{\text {eff }}, T_{K}^{\text {bare }}\right)$ of the Kondo temperature is roughly equal to what can be obtained with the minimal model. This shows that the naive inclusion of RG-irrelevant terms does not improve the inference of energy scales, as is to be expected from Eq. 47. A very similar result in terms of $\Delta\left(T_{K}^{\mathrm{eff}}, T_{K}^{\mathrm{bare}}\right)$ is produced by optimizing $\hat{H}_{\text {eff }}^{1 e-i m p}$ with $\theta_{1,0}=0$. However, Fig. 4 a) shows that the observables that get optimized match in bare and effective model for all $U_{d}$, while $\left\langle\hat{P}_{0,1}\right\rangle$ only matches if $U_{d} / D \rightarrow \infty$. That implies that in this limit $\left\langle\hat{\mathbb{I}}_{\text {eff }}\right\rangle_{\text {eff }} \rightarrow\left\langle\hat{\Omega}_{\text {ad }}^{\dagger} \cdot \hat{\mathbb{I}}_{\text {eff }} \cdot \hat{\Omega}_{\text {ad }}\right\rangle_{\text {bare }}$, which is clearly the case as double and zero-occupation states of the impurity are strongly suppressed. Also having $\theta_{ \pm, 1 / 2}=0$ does not improve $\Delta\left(T_{K}^{\mathrm{eff}}, T_{K}^{\mathrm{bare}}\right)$, but keeps it roughly at the same quality as the minimal model. Only when eliminating the strongest flowing observable $\theta_{0,0}=0$ the relative error seizes to diverge for $U_{d} / D \rightarrow 0$, as Fig. 4 a) shows. The results of minimizing the KLD with $\theta_{0,0}=0$ are shown as orange line in Fig. 3 a) which follows the bare $T_{K}$ curve orders of magnitude closer than the minimal model curve (green). The corresponding coupling parameters for the optimized 1 e -imp model can be mapped to the parameters of Eq. 31. The coupling of the RG-relevant term can be isolated and compared to the coupling for the minimal


FIG. 5. Panel a) compares the $2 \mathrm{e}-\mathrm{imp}$ effective Hamiltonian with (red) and without (purple) the off-diagonal terms Eq. 35 For the 2 e -imp with the off-diagonal terms, panel b) shows the evolution of $T_{K}$ with respect to parameter update steps (epochs). The four panels of c) show the evolution of the relative error of observables with respect to the epoch. The observables are colour coded with the quantum numbers $(Q, S, T)$. Plotted for $U_{d}=0.4$.
model, which was tuned to reproduce the bare free energy [43]. Both couplings show a great correspondence, meaning that 1 e -imp provides a good balance between capturing thermodynamic observables and energy scales. Just like for the minimal model the limit $U_{d} / D \gg 1$ yields the SW result where $J \rightarrow 0.3$ and thus, the RG irrelevant term $U_{0} \rightarrow 0$ vanishes.

This shows that the FSP provides a reliable way to identify ill-fitted interactions for the optimization. It also exemplifies that observables with at most a moderate flow ( $\tilde{\alpha} \approx 0.5$ ) are best suited for the KLD distinguishability measure. Thus, $1 \mathrm{e}-\mathrm{imp}$ with $\theta_{0,0}=0$ shows an enormous improvement over the observable-matched minimal model. We now show that the performance of the effective model can be systematically improved by including more RG-irrelevant terms in the form of the

2e-imp Hamiltonian.
The projectors of the 2 e -imp effective Hamiltonian are constructed from the basis $\left|Q, S, T, s_{z} ; m\right\rangle$ Appendix B which are defined on $\mathcal{H}_{1}^{\text {bath }} \otimes \mathcal{H}_{0}^{\text {bath }} \otimes \mathcal{H}_{\text {eff }}^{\text {mol }}$. In this basis there are a total of $15 s_{z}$-multiplets with several degenerate spin-charge subspaces and in particular a four-fold degeneracy of the subspace $Q=0, S=1 / 2$, as shown in Eq. 33 . Transitions between multiplets are not prohibited by symmetries. Thus not including such transitions means limiting the expressiveness of the model, while however guaranteeing a convex loss function. The impact of including the off-diagonal terms Eq. 35 can be quantified using the FSP. An optimized representation of any operator $\hat{X}$ using $\hat{H}_{\text {eff }}^{n-\operatorname{mol}}(\{\theta\})$ can be found by minimizing the normalized FSP 61]

$$
\begin{equation*}
\mathcal{L}(\{\theta\}, \hat{X})=1-\frac{\left|\left\langle\sum_{i} \theta_{i} \hat{P}_{i}, \hat{X}\right\rangle\right|}{\left\|\sum_{i} \theta_{i} \hat{P}_{i}\right\| \cdot\|\hat{B}\|} \tag{48}
\end{equation*}
$$

In the following optimization of Eq. 48 are carried out using vanilla gradient descent. To satisfy $T_{K}^{\mathrm{bare}} \approx T_{K}^{\mathrm{eff}}$ in the limit $U_{d} / D \gg 1$ the effective Hamiltonian must be able to represent the Kondo Hamiltonian Eq. 20. With $\hat{X}=\hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}$ it can be determined that including the off-diagonal terms optimizing Eq. 48 yields $\mathcal{L}\left(\left\{\theta_{\text {op }}\right\}, \hat{\mathbf{S}}_{d}\right.$. $\left.\hat{\mathbf{S}}_{0}\right)=0$, whereas without the off-diagonal terms the representation is limited to $\mathcal{L}\left(\left\{\theta_{\mathrm{op}}\right\}, \hat{\mathbf{S}}_{d} \cdot \hat{\mathbf{S}}_{0}\right) \approx 0.3$. This is an enormous difference in expressiveness and since the $U_{d} / D \gg 1$ limit is important to satisfy, we prioritise generality over convexity in the case of 2 e -imp and include the off-diagonal elements. Note that choosing $\hat{T}$ as a defining operator for the 2 e -imp basis means that with and without off-diagonal elements we can find $\left\{\theta_{\text {op }}\right\}$ such that $\mathcal{L}\left(\left\{\theta_{\text {op }}\right\}, \hat{T}\right)=0$. Including the off-diagonal terms leads to a total of 25 interactions in the 2 e -imp Hamiltonian. Again, the interaction with the largest $\tilde{\alpha}$ is omitted from the Hamiltonian. The minimization of Eq. 4 can still be carried out using GD, however local minima can be encountered. We have found that running in to local minima can be avoided by initializing the optimization with the expectation values of the bare model $\left\langle\hat{P}_{Q S ; t, t^{\prime}}\right\rangle_{\text {bare }} \xrightarrow{\text { initialize }} \theta_{Q S ; t, t^{\prime}}$. This has the advantage that symmetries of the model are automatically respected and small bare expectation values lead directly to small effective parameters.

We have established that 2 e -imp model is with the off-diagonal terms capable of representing every possible real $\mathrm{SU}(2)$ symmetric Hamiltonian on the effective Fock space. However, it is incapable to represent all possible $\mathrm{SU}(2)$ symmetric Hamiltonians on the bare Fock space. As a result we find that minimizing the KLD is only approximately possible, since there are observables that can not be simultaneously matched, despite that one observables has been omitted. We give an example for this in Fig. 5 c), where the relative error of the expectation values of all diagonal projectors is shown for every step of the optimization. The figure shows that most
observables converge exponentially fast, while some are seemingly stationary. While this means that the optimization can not reach the minimum of the KLD, the parameters however converge and so does the $T_{K}$ as seen in Fig. 5 b ). The results of the minimizations for all $U_{d}$ are shown in Fig. 3, we find an improvement of the relative error of the Kondo temperature (Fig. 3b) ) of an order of magnitude with respect to the 1e-imp result in the $U_{d} / D \ll 1$ regime. This result can be compared to the convex $2 \mathrm{e}-\mathrm{imp}$ optimization problem without offdiagonal terms as done in Fig. 5 b). As expected the more general effective Hamiltonian performs better for $U_{d} / D \gg 1$, however the less general Hamiltonian yields improved accuracy at $U_{d} / D \ll 1$. This can be attributed to the off-diagonal elements that include terms that are more RG-relevant, which is clearly necessary to perform well at $U_{d} / D \gg 1$ but in the $U_{d} / D \ll 1$ regime these observables are stronger renormalized and hence impact the performance. However, the impact on the performance of $2 \mathrm{e}-\mathrm{imp}$ is small compared to the improvement over 1e-imp, as shown in Fig. 5 b).

An other metric that indicates how well an effective model captures the bare model are observables that get not explicitly matched during the optimization process. The spin exchange term is very interesting in that regard, as it is the only RG-relevant term in the system and thus experiences the strongest renormalization. As expected, Fig. 3 c) shows that at $U_{d} / D \gg 1$ all effective models coincide with the bare model. For $U_{d} / D \ll 1$ the minimal model is trivially still perfectly matching the bare model. However, we find that while 1 e -imp performs worse than the $\mathcal{Z}$-matched minimal model, the 2 e -imp greatly improves over both. An other insightful observable is the density operator on the 0 -orbital $\left(1-\hat{n}_{0}\right)^{2}$, which is RGirrelevant and does only get weakly renormalized. In fact 2e-imp and the $\mathcal{Z}$-matched minimal model reproduce the bare value in the $U_{d} / D \gg 1$ and $U_{d} / D \ll 1$ regimes. The most significant deviations occur at $U_{d} / D \approx 1$, they are however still small. The advantage of this analysis is that other than the $T_{K}$, observables are necessarily computable without solving the entire bare model and thus, allow cross comparison with $\Delta\left(\left\langle\hat{h}_{i}\right\rangle_{\text {eff }},\left\langle\hat{h}_{i}\right\rangle_{\text {bare }}\right)$.

This shows that energy scales and general thermodynamic observables can be captured by matching only a specific set of observables. The quality of the approximation can be improved systematically by incorporating more RG-irrelevant terms in the effective Hamiltonian.

At the example of the single Anderson impurity model we have shown how to compensate the renormalization of the effective observables compared to the bare observables. The mapping of the AIM on the 2 e -imp model is used to exemplify the mapping procedure for more complicated models. The method becomes especially interesting when models are consider that lie beyond the capabilities of NRG. The learning process can be carried out with only thermodynamic observables, thus every numerical method that can compute static observables can be used to minimize the KLD - this does also include ab-


FIG. 6. Panel a) shows the evolution of optimized parameters of $\hat{H}_{\mathrm{eff}}^{1 \mathrm{e}-\mathrm{imp}}$ with temperature for the sAIM. The corresponding observables for the sAIM and optimized effective model are shown in b). The temperature axis is logarithmic, but includes a cut to $T=0$ to indicate that optimization can be done using only ground state properties if required.
initio methods. While some ab-intio methods are based on the variational principle and thus operate at $T / D=0$ (that is on the ground state 62, 63), methods based on imaginary time evolution favour high temperatures $T / D \gtrsim 10^{-2}$ [64, 65]. Thus, it is important to verify that the here presented learning method can operate at high temperatures and at the level of the ground state to be compatible with a large variety of solvers. Regarding high temperatures, for the example of the AIM the learning can be performed once the bare model is in the local moment phase, this happens for $T / U_{d}=\mathcal{O}(0.1)$. In more generally terms, that are also applicable to more realistic molecules, this translates to $T /\left(E_{\text {ex }, 1}-E_{g}\right)=\mathcal{O}(0.1)$. Once the AIM is in the local moment phase we find numerically that the observables become temperature independent and can be computed with the ground state only. This is shown in Fig. 6, where the result of the
trained parameters, the bare and effective observables are compared. Fig. 6 reveals a useful feature, that is for $T / U_{d}>1$ the bare and effective observables can not be matched and thus, the algorithm is protected from making wrong predictions. However, to properly assure that the temperature is low enough to perform the learning a convergence test should reveal a weak or strong temperature dependence of the observables in question.

## VI. OUTLOOK AND DISCUSSION

In this work we demonstrate that through the combination of the omission of the identity from the RGflow and through the RG-analysis of all possible impurity quantum-number subspace projectors, low-energy scales of impurity models can be inferred by knowing only the corresponding thermodynamic observables.

To apply this concept in future to realistic molecular devices it is necessary to compute $\left\langle\hat{P}_{Q S}\right\rangle_{\text {bare }}$. For methods that operate in second quantization we present here a straightforward way to construct the bare projectors $\hat{P}_{Q S}$ that project onto the quantum number states $|Q, S\rangle$. First we introduce the auxiliary operators

$$
\begin{align*}
\hat{X}_{Q} & =\hat{Q}-Q  \tag{49}\\
\hat{Y}_{S} & =\hat{\mathbf{S}}^{2}-S(S+1) \tag{50}
\end{align*}
$$

where $\hat{\mathbf{S}}^{2}$ is the total spin operator of the extended impurity and $\hat{Q}$ the total charge operator of the extended impurity. The operator $\hat{X}_{Q}$ eliminates all contributions with charge $Q$ to a state $|n\rangle$ and similarly $\hat{Y}_{S}$ eliminates all contributions with total spin $S$. Using these operators we can now write the projector onto the multiplet subspace of $Q$ and $S$ as

$$
\begin{equation*}
\hat{P}_{Q S}=\frac{1}{N_{Q S}} \prod_{Q^{\prime} \neq Q} \hat{X}_{Q^{\prime}} \times \prod_{S^{\prime} \neq S} \hat{Y}_{S^{\prime}} \tag{51}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{Q S}=\prod_{Q^{\prime} \neq Q}\left(Q-Q^{\prime}\right) \prod_{S^{\prime} \neq S}\left(S(S+1)-S^{\prime}\left(S^{\prime}+1\right)\right) \tag{52}
\end{equation*}
$$

is the normalization constant.
However, when one plans to use the full orbital description of all atoms in the system and compute $\left\langle\hat{\Omega}_{\mathrm{ad}}^{\dagger} \cdot \hat{P}_{Q S} \cdot \hat{\Omega}_{\mathrm{ad}}\right\rangle$ using ab-initio methods, then the formulation Eq. 51 of $\hat{P}_{Q S}$ is inappropriate. Observables and energies for ab-initio methods are typically expressed as reduced density matrices (RDM) [66]. For a given basis of molecular orbitals $\left\{\phi_{i}\right\}_{i=1}^{M}$ we can express the spinless single particle RDM (1-RDM) as

$$
\begin{equation*}
\rho_{1}\left(r^{\prime} ; r\right)=\sum_{i j}^{M}{ }^{1} D_{j}^{i} \phi_{i}\left(r^{\prime}\right) \phi_{j}(r), \tag{53}
\end{equation*}
$$

where ${ }^{1} D_{j}^{i}$ the 1-RDM. The 1-RDM essentially expresses a single particle wave-function

$$
\begin{equation*}
\psi(r)=\sum_{i}^{M} d_{i} \phi_{i}(r) \tag{54}
\end{equation*}
$$

which then gives

$$
\begin{equation*}
{ }^{1} D_{j}^{i}=d_{i} \times d_{j}=\langle\psi| \hat{c}_{i}^{\dagger} \hat{c}_{j}|\psi\rangle \tag{55}
\end{equation*}
$$

The $1-\mathrm{RDM}$, is not a many body object, although it is related to the $2-\mathrm{RDM}{ }^{2} D$ as [66]

$$
\begin{equation*}
{ }^{2} D_{s t}^{p q}=2{ }^{1} D_{p}^{s} \wedge{ }^{1} D_{t}^{q}+{ }^{2} \Delta_{s t}^{p q} \tag{56}
\end{equation*}
$$

where ${ }^{2} \Delta$ is a so-called cumulant. The cumulant encodes the relations between multiple determinants. The tensor $D_{s t}^{p q}=\langle\psi| \hat{c}_{p}^{\dagger} \hat{c}_{q}^{\dagger} \hat{c}_{s} \hat{c}_{t}|\psi\rangle$ encodes two-body correlations. The construction of the $N$-RDM is possible for an arbitrary number for particles $N$, however it becomes prohibitively expensive rather quickly.

It becomes immediately apparent by looking at Eq. 51 that $\hat{P}_{Q S}$ is an $N$-body operator, when $N$ is the number of particles in the extended bare impurity Hilbert space. As just discussed, that is not tractable in the ab-initio framework. This means the projectors $\hat{P}_{Q S}$ need to be simplified to be compatible with ab-initio methods. In the following we outline a possible method to achieve the reduction of the complexity of $\hat{P}_{Q S}$ by approximating it with two-body operators.

Using the Frobenius scalar product, we have introduced the loss function Eq. 48, which can be used to find the best possible representation of an operator $\hat{X}$ using a linear combination of a specific set of operators $\left\{\hat{h}_{i}\right\}$. This can also be used to variationally find an optimal decomposition of $\hat{P}_{Q S}$ in to 1- and 2-body operators. It is straightforward to write down a basis of operators for the bare Hilbert space
$\hat{A} \in \Xi_{n} \in\left\{\left\{\hat{c}_{i}^{\dagger} \hat{c}_{j}\right\},\left\{\hat{c}_{i}^{\dagger} \hat{c}_{j}^{\dagger} \hat{c}_{k} \hat{c}_{l}\right\},\left\{\hat{c}_{i}^{\dagger} \hat{c}_{j}^{\dagger} \hat{c}_{k}^{\dagger} \hat{c}_{l}^{\dagger} \hat{c}_{m} \hat{c}_{n} \hat{c}_{o} \hat{c}_{p}\right\}, \ldots\right\}$,
retaining only the 1 - and 2 -body terms, this can serve as the basis $\left\{\hat{h}_{i}\right\}$ for the approximate representation of $\hat{P}_{Q S}$. It is important to note that the basis Eq. 57 is over-complete and therefore any optimal representation of $\hat{P}_{Q S}$ according to Eq. 48 is not necessarily unique. If the basis $\Xi_{n}$ is complete the decomposition is unique and can be achieved like a regular spectral decomposition of a vector using the Frobenius scalar product

$$
\begin{equation*}
\theta_{i}=\frac{\left\langle\hat{P}_{Q S}, \hat{h}_{i}\right\rangle}{\left\|\hat{h}_{i}\right\|}, \hat{h}_{i} \in \Xi_{n} \tag{58}
\end{equation*}
$$

However, constructing a complete operator basis on the bare Hilbert space can be challenging. The variational approach can find optimal representations of any operator even for an over-complete basis and the value of the optimized loss function can serve as an error estimation
for the decomposition, making this a controlled approach to obtain a 2-body approximation of the operators $\hat{P}_{Q S}$. However, tests of this approach exceed the scope of this manuscript and the integration of the above framework with ab-initio methods is left for future work.

## VII. CONCLUSION

In this paper we have introduced the "UML" framework, based on unsupervised ML techniques, to optimize a variational Hamiltonian. In a well-defined sense, the optimized effective Hamiltonian is the "best fit" description at a given complexity level to capture the physics of some bare quantum impurity problem. We show that the loss function is convex for the considered effective models, rendering the optimization with GD as efficient as possible. A result of the optimization procedure is that the thermal expectation values of the effective interactions in the effective model get matched to the corresponding bare expectation values. Care must be taken however, since thermodynamic observables are not invariant under RG and so bare an effective models with different RG flows may have different static expectation values. Thus, the naive matching of observables does not imply that low-energy scales, such as the Kondo temperature, are correctly recovered. We confirm this directly, already at the simplest possible example of the Anderson-Kondo model mapping. To mitigate this we identify and construct the best observables to match, based on an analysis of their RG relevance. We show that this can be done while maintaining convexity of the optimization, and that low-energy scales can be recovered. As shown by the RG-analysis, the accuracy of these effective models can be systematically improved by increasing the complexity of the effective impurity. Although this clearly offers no advantage at the level of the single impurity Anderson model, the approach is general and systematic, meaning that complex systems beyond reach of existing methods can be boiled down to tractable effective models.

An important aspect of the UML framework is that it can be performed at high temperatures without compromising precision, which allows to combine QMC methods with NRG for the optimization process. The bare model can be solved in QMC and the necessary observables can be obtained for the optimization of the effective model, which is solved repeatedly and cheaply during the optimization process using NRG. This opens the door to applying the algorithm to vastly more complex systems that are inaccessible to brute-force NRG calculations. CT-QMC [67] methods can be used to obtain the effective model for complex systems at (relatively) high temperatures, and then these effective models can be solved completely and cheaply down to $T=0$ using NRG. In principle, ab-initio methods may also be used to compute approximations of the required observables to perform the UML. This may permit the future study of hitherto intractable systems.
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## Appendix A: Convexity of the loss function

For a general Hamiltonian, that can be bi-partitioned $\hat{H}=\hat{H}_{0}+\hat{H}_{1}$, one can compute the partition function as an expansion in powers of $\hat{H}_{1}$ by [58,

$$
\begin{align*}
\mathcal{Z}=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} T_{\tau} & \int_{0}^{\beta} \mathrm{d} \tau_{1} \ldots \int_{0}^{\beta} \mathrm{d} \tau_{n} \\
& \times \operatorname{tr}\left[e^{-\beta \hat{H}_{0}} \hat{H}_{1}\left(\tau_{n}\right) \ldots \hat{H}_{1}\left(\tau_{1}\right)\right] \tag{A1}
\end{align*}
$$

where $\tau$ is the imaginary time. This expansion is discussed extensively in the context of continuous time quantum Monte Carlo (CT-QMC) 67-69]. In the case of hybridization expansion CT-QMC [69] $\hat{H}_{1}=\hat{H}^{\text {hyb }}$ describes the hybridization between a non-interacting bath $\hat{H}^{\text {bath }}$ and an interacting quantum impurity $\hat{H}^{\text {imp }}$. For the following discussion, we therefore consider Hamiltonians of the form,

$$
\begin{align*}
& \hat{H}_{0}=\hat{H}^{\mathrm{bath}}+\hat{H}^{\mathrm{imp}}  \tag{A2a}\\
& \hat{H}_{1}=\hat{H}^{\mathrm{hyb}}=\sum_{k} \sum_{\sigma} V_{k}^{\sigma} \hat{d}_{\sigma}^{\dagger} \hat{c}_{k \sigma}+\text { H.c. } \tag{A2b}
\end{align*}
$$

where we assume that the hybridization tensor is diagonal in the spin quantum number $\sigma$ [69. For this type of Hamiltonian Eq. A1 becomes,

$$
\begin{align*}
\mathcal{Z}= & \sum_{n=0}^{\infty} \int_{0}^{\beta} \mathrm{d} \tau_{1} \ldots \int_{\tau_{n-1}}^{\beta} \mathrm{d} \tau_{n} \int_{0}^{\beta} \mathrm{d} \tau_{1}^{\prime} \ldots \int_{\tau_{n-1}^{\prime}}^{\beta} \mathrm{d} \tau_{n}^{\prime} \\
& \sum_{\substack{a_{1} \ldots a_{n} \\
a_{1}^{\prime} \ldots a_{n}^{\prime}}} \sum_{k_{1}^{\prime} \ldots k_{n}^{\prime} \ldots k_{n}^{\prime}} V_{k_{1}}^{a_{1}} V_{k_{1}^{\prime}}^{a_{1}^{\prime} *} \ldots V_{k_{n}}^{a_{n}} V_{k_{n}^{\prime}}^{a_{n}^{\prime *}}  \tag{A3}\\
& \operatorname{tr}\left[T_{\tau} e^{-\beta \hat{H}^{\mathrm{bath}}} c_{k_{n}^{\prime} a_{n}^{\prime}}^{\dagger}\left(\tau_{n}^{\prime}\right) \hat{c}_{k_{n} a_{n}}\left(\tau_{n}\right) \ldots \hat{c}_{k_{1}^{\prime} a_{1}^{\prime}}^{\dagger}\left(\tau_{1}^{\prime}\right) \hat{c}_{k_{1} a_{1}}\left(\tau_{1}\right)\right] \\
& \times \operatorname{tr}\left[T_{\tau} e^{-\beta \hat{H}^{\mathrm{imp}}} \hat{d}_{a_{k}^{\prime}}\left(\tau_{n}^{\prime}\right) \hat{d}_{a_{n}}^{\dagger}\left(\tau_{n}\right) \ldots \hat{d}_{a_{1}^{\prime}}^{\prime}\left(\tau_{1}^{\prime}\right) \hat{d}_{a_{1}}^{\dagger}\left(\tau_{1}\right)\right] .
\end{align*}
$$

Eq. A3 can be interpreted as sum over all possible diagrams obtained by allowing electrons to hop between the impurity and the bath. Since the bath is non-interacting it can be integrated out and using Wick's theorem the
antiperiodic hybridization function can be obtained,

$$
\begin{align*}
& \operatorname{det}_{i j}\left[V_{k_{i}}^{\sigma_{i}} V_{k_{j}^{\prime}}^{\sigma_{j}^{\prime} *} \operatorname{tr}\left(T_{\tau} e^{-\beta \hat{H}^{\text {bath }}} \hat{c}_{k_{i} \sigma_{i}}^{\dagger}\left(\tau_{i}\right) \hat{c}_{k_{j}^{\prime} \sigma_{j}^{\prime}}\left(\tau_{j}^{\prime}\right)\right)\right] \\
& =\mathcal{Z}_{\text {bath }} \operatorname{det}_{i j}\left[V_{k_{i}}^{\sigma_{i}} V_{k_{j}^{\prime}}^{\sigma_{j}^{\prime} *}\left\langle T_{\tau} \hat{c}_{k_{i} \sigma_{i}}^{\dagger}\left(\tau_{i}\right) \hat{c}_{k_{j}^{\prime} \sigma_{j}^{\prime}}\left(\tau_{j}^{\prime}\right)\right\rangle_{\text {bath }}\right] \\
& =\mathcal{Z}_{\text {bath }} \operatorname{det}\left(\Delta^{(x)}\right), \tag{A4}
\end{align*}
$$

where $x=\left(n,\left\{k_{i}, k_{i}^{\prime}, a_{i}, a_{i}^{\prime}, \sigma_{i}, \sigma_{i}^{\prime}, \tau_{i}, \tau_{i}^{\prime}\right\}_{i=1}^{n}\right)$ denotes an impurity diagram in terms of the sequence of impurity operators [58] such that,

$$
\begin{equation*}
\int_{0}^{\beta} \mathrm{d} \tau_{1} \ldots \int_{\tau_{n-1}}^{\beta} \mathrm{d} \tau_{k} \sum_{a_{1} \ldots a_{n}} \sum_{k_{1} \ldots k_{n}} \mapsto \sum_{x} \tag{A5}
\end{equation*}
$$

Following the approach of Ref. 52, we bring the impurity operators into the eigenbasis $\left\{\left(E_{\alpha},|\alpha\rangle\right)\right\}$ of $\hat{H}^{\text {imp }}$ and thus, $e^{-\tau \hat{H}^{\mathrm{imp}}}$ can be trivially evaluated, with

$$
\begin{gather*}
d_{a}^{\dagger}(\tau)=e^{-\tau_{i} \hat{H}^{\mathrm{imp}}} d_{a}^{\dagger} e^{\tau_{i} \hat{H}^{\mathrm{imp}}} \\
=\sum_{\alpha, \alpha^{\prime}} e^{\tau\left(E_{\alpha^{\prime}}-E_{\alpha}\right)}|\alpha\rangle\left\langle\alpha^{\prime}\right|\langle\alpha| d_{a}^{(\dagger)}\left|\alpha^{\prime}\right\rangle \tag{A6}
\end{gather*}
$$

and instead of occupation diagrams we obtain diagrams involving impurity eigenstates $\{\alpha\}_{x} \equiv\left\{\alpha_{1} \ldots \alpha_{k}, \alpha_{1}^{\prime} \ldots \alpha_{k}^{\prime}\right\}_{x}$. Thus, Eq. A1 can be rewritten in terms of the weights of the sum of the eigenstate diagrams

$$
\begin{equation*}
\mathcal{Z} / \mathcal{Z}_{\text {bath }}=\sum_{x} \sum_{\{\alpha\}} \Lambda_{\{\alpha\}_{x}} \operatorname{det}\left(\Delta_{x}\right) e^{-\left\langle\hat{H}^{\mathrm{imp}}\right\rangle_{\{\alpha\}_{x}}} \tag{A7}
\end{equation*}
$$

with $\Lambda_{\{\alpha\}_{x}}$ denoting the contribution from impurity operators in the impurity eigenbasis

$$
\begin{equation*}
\Lambda_{\{\alpha\}_{x}}=\prod_{i=1}^{n}\left\langle\alpha_{i}\right| d_{a_{i}^{\prime}}\left|\alpha_{i}^{\prime}\right\rangle\left\langle\alpha_{i}^{\prime}\right| d_{a_{i}}^{\dagger}\left|\alpha_{i+1}\right\rangle \tag{A8}
\end{equation*}
$$

and $\left\langle\hat{H}_{\mathrm{imp}}\right\rangle_{\{\alpha\}_{x}}$ the average impurity energy over a diagram

$$
\begin{gather*}
\left\langle\hat{H}^{\mathrm{imp}}\right\rangle_{\{\alpha\}_{x}}=  \tag{A9}\\
\sum_{i=1}^{n}\left[E_{\alpha_{i}}\left(\tau_{i}^{\prime}-\tau_{i-1}\right)+E_{\alpha_{i}^{\prime}}\left(\tau_{i}-\tau_{i}^{\prime}\right)\right]+E_{\alpha_{n}}\left(\beta-\tau_{n}\right)
\end{gather*}
$$

Having reformulated the expansion of the impurity partition Eq. A3 as Eq. A7 we now look to prove the convexity of KLD loss function Eq. 4 .

To show the convexity of Eq. 4 it does suffice to show that the free energy $\log (\mathcal{Z})$ is convex in the variational parameters $\boldsymbol{\theta}$. The core assumption of our calculation is that the effective impurity Hamiltonian is constructed as follows:

$$
\begin{equation*}
H^{\mathrm{imp}}=\sum_{i} \theta_{i} \hat{h}_{i}, \quad\left[\hat{h}_{i}, \hat{h}_{j}\right]=0 \tag{A10}
\end{equation*}
$$

which is the case for the effective models in the main text. For the following proof it is convenient to define a weight $w$ for eigenstate diagrams to reformulate Eq. A7,

$$
\begin{gather*}
\mathcal{Z}=\mathcal{Z}_{\text {bath }} \sum_{x} \sum_{\{\alpha\}_{x}} w\left(\{\alpha\}_{x}\right),  \tag{A11}\\
w\left(\{\alpha\}_{x}\right)=e^{-\left\langle\hat{H}^{\mathrm{imp}}\right\rangle_{\{\alpha\}_{x}} \Lambda_{\{\alpha\}_{x}} \operatorname{det}\left(\Delta_{x}\right),} \tag{A12}
\end{gather*}
$$

where we also assume that $w\left(\{\alpha\}_{x}\right)>0$, such that $w$ acts as a probability distribution upon normalization. To show that $\log (\mathcal{Z})$ is convex we need to show its Hessian is positive semi-definite,

$$
\begin{equation*}
\partial_{\theta_{i}} \partial_{\theta_{j}} \log (\mathcal{Z}) \succcurlyeq 0 . \tag{A13}
\end{equation*}
$$

In the following, we use the shorthand notation $\partial_{i}$ for $\partial_{\theta_{i}}$ for concision. It is straightforward to compute the first order derivative using the fact that the trace is invariant under circular shifts,

$$
\begin{aligned}
\partial_{i} \ln (\mathcal{Z}) & =-\frac{1}{\mathcal{Z}} \int_{0}^{\beta} d \tau \operatorname{tr}\left[T_{\tau} e^{-\int_{0}^{\tau} d \tau^{\prime} \hat{H}} \hat{h}_{i}(\tau) e^{-\int_{\tau}^{\beta} d \tau^{\prime} \hat{H}}\right] \\
& =-\frac{1}{\mathcal{Z}} \int_{0}^{\beta} d \tau \operatorname{tr}\left[e^{-\int_{0}^{\tau} d \tau^{\prime} \hat{H}-\int_{\tau}^{\beta} d \tau^{\prime} \hat{H}} \hat{h}_{i}(\tau)\right] \\
& =-\frac{1}{\mathcal{Z}} \int_{0}^{\beta} d \tau \sum_{\alpha} e^{-\beta E_{\alpha}}\langle\alpha| e^{-\tau E_{\alpha}} \hat{h}_{i} e^{\tau E_{\alpha}}|\alpha\rangle \\
& =-\beta \operatorname{tr}\left[\hat{\rho} \hat{h}_{i}\right]=-\beta\left\langle\hat{h}_{i}\right\rangle
\end{aligned}
$$

However we can also carry out the derivative directly on the diagrammatic expansion of the partition function,

$$
\begin{align*}
\partial_{i} \log (\mathcal{Z}) & =\frac{1}{\mathcal{Z}} \partial_{i}\left[\mathcal{Z}_{\text {bath }} \sum_{x} \sum_{\{\alpha\}_{x}} e^{-\left\langle\hat{H}^{\mathrm{imp}}\right\rangle_{\{\alpha\}_{x}}} \Lambda_{\{\alpha\}_{x}} \operatorname{det}\left(\Delta_{x}\right)\right] \\
& =\frac{1}{\mathcal{Z}}\left[\mathcal{Z}_{\text {bath }} \sum_{x} \sum_{\{\alpha\}_{x}} \partial_{i} w\left(\{\alpha\}_{x}\right)\right] \tag{A14}
\end{align*}
$$

It holds that a given eigenbasis $\left\{\left(E_{\alpha},|\alpha\rangle\right)\right\}$ of $\hat{H}^{\text {imp }}$ depends in the following way on the parameters $\boldsymbol{\theta}$,

$$
\begin{align*}
\partial_{i} E_{\alpha} & =\langle\alpha| \hat{h}_{i}|\alpha\rangle  \tag{A15}\\
\partial_{i}|\alpha\rangle & =\sum_{\alpha \neq \beta} \frac{\langle\beta| \hat{h}_{i}|\alpha\rangle}{E_{\alpha}-E_{\beta}}|\beta\rangle \tag{A16}
\end{align*}
$$

With the assumptions Eq. A10 in place all operators in the Hamiltonian are mutually commuting, implying that they share a common set of eigenvectors. This property allows us to trivially evaluate these derivatives,

$$
\begin{align*}
\partial_{i} E_{\alpha} & =\epsilon_{i}^{\alpha}  \tag{A17}\\
\partial_{i}|\alpha\rangle & =0 \tag{A18}
\end{align*}
$$

with $\hat{h}_{i}|\alpha\rangle=\epsilon_{i}^{\alpha}|\alpha\rangle$. With these relationships it is straightforward to show that,

$$
\begin{align*}
\partial_{j} \Lambda_{\{\alpha\}_{x}} & =0  \tag{A19}\\
\partial_{j}\left\langle\hat{H}^{\mathrm{imp}}\right\rangle_{\{\alpha\}_{x}} & =\left\langle\hat{h}_{j}\right\rangle_{\{\alpha\}_{x}} \tag{A20}
\end{align*}
$$

This allows the calculation of the derivative of $w$, which amounts to,

$$
\begin{equation*}
-\partial_{i} w\left(\{\alpha\}_{x}\right)=\left\langle\hat{h}_{i}\right\rangle_{\{\alpha\}_{x}} w\left(\{\alpha\}_{x}\right) \tag{A21}
\end{equation*}
$$

This shows that $w$ is a generating functional of moments of $\left\langle\hat{h}_{i}\right\rangle_{\{\alpha\}_{x}}$. We therefore write,

$$
\begin{align*}
-\partial_{i} \log (\mathcal{Z}) & =-\frac{1}{\mathcal{Z}}\left[\mathcal{Z}_{\text {bath }} \sum_{x} \sum_{\{\alpha\}_{x}} \partial_{i} w\left(\{\alpha\}_{x}\right)\right]  \tag{A22}\\
& =\mathbb{E}_{w}\left[\left\langle\hat{h}_{i}\right\rangle_{\{\alpha\}_{x}}\right] \tag{A23}
\end{align*}
$$

Accordingly the second order derivative becomes,

$$
\begin{array}{r}
\partial_{j} \partial_{i} \log (\mathcal{Z})=\mathbb{E}_{w}\left[\left\langle\hat{h}_{i}\right\rangle_{\{\alpha\}_{x}}\left\langle\hat{h}_{j}\right\rangle_{\{\alpha\}_{x}}\right] \\
-\mathbb{E}_{w}\left[\left\langle\hat{h}_{i}\right\rangle_{\{\alpha\}_{x}}\right] \mathbb{E}_{w}\left[\left\langle\hat{h_{j}}\right\rangle_{\{\alpha\}_{x}}\right] \tag{A25}
\end{array}
$$

which can be identified as the covariance. Since the covariance is a positive-semidefinite matrix, we have,

$$
\begin{equation*}
\partial_{j} \partial_{i} \log (\mathcal{Z})=\operatorname{cov}_{w}\left[\left\langle\hat{h}_{i}\right\rangle_{\{\alpha\}_{x}},\left\langle\hat{h}_{j}\right\rangle_{\{\alpha\}_{x}}\right] \succcurlyeq 0 \tag{A26}
\end{equation*}
$$

making the Hessian of $\log (\mathcal{Z})$ positive semi-definite and the same applies to the Hessian of the KLD loss function Eq. 4 under the aforementioned assumptions Eq. A10.

## Appendix B: Double extended basis

To construct the projectors of the $2 \mathrm{e}-\mathrm{imp}$ effective Hamiltonian, we require the basis $\left|Q, S, T, s_{z} ; m\right\rangle$ on the double extended Fock space $\mathcal{H}_{1}^{\text {bath }} \otimes \mathcal{H}_{0}^{\text {bath }} \otimes \mathcal{H}_{\text {eff }}^{\text {imp }}$. The first step in the construction is to determine the charge $\hat{Q}$ and total spin $\hat{\mathbf{S}}^{2}$ eigenstates $|Q, S\rangle$. For the occupation basis we use the labelling convention:
|orbital $2(\mathrm{~L})$, orbital $1(\mathrm{R})$, local moment $(\mathrm{M})\rangle$. (B1)

Thus, the Hilbert space is spanned by the states:


The states $\left|2,1 / 2, s_{z} ; m\right\rangle,\left|1,1, s_{z} ; m\right\rangle$ and $\left|1,0, s_{z} ; m\right\rangle$ can be obtained straightforwardly by replacing all 0 entries with $\uparrow \downarrow$. It is important to note that using only $Q$ and $S$ quantum numbers, the $Q=-1, S=1$ subspace is twofold degenerate ( $m \leq M=2$ ) and the $Q=0, S=1 / 2$ subspace is threefold degenerate ( $m \leq M=3$ ). Therefore, using only the projectors onto the $Q$ and $S$ quantum number subspaces limits the expressibility of our effective model. Full tunability of the model requires that we can address each basis state individually. The next
step is thus to lift these degeneracies. We may do this by diagonalizing the hopping operator in the degenerate subspaces,

$$
\begin{equation*}
\hat{T}=\sum_{\sigma} \hat{c}_{L \sigma}^{\dagger} \hat{c}_{R \sigma}+\hat{c}_{R \sigma}^{\dagger} \hat{c}_{L \sigma} \tag{B2}
\end{equation*}
$$

In the $|-1(1), 1\rangle$ and $|-1(1), 0\rangle$ sub-spaces we can find a common eigenbasis $\left|Q, S, T, s_{z} ; m\right\rangle$ of $\hat{T}$ and $\hat{\mathbf{S}}^{2}$ that allows to completely lift the multiplet degeneracy:

$$
\begin{array}{|c|c|}
\left|-1,1,+1, s_{z} ; m\right\rangle & \left|-1,1,-1, s_{z} ; m\right\rangle \\
\hline 1 \sqrt{2}(|\uparrow, 0, \Uparrow\rangle+|0, \uparrow, \Uparrow\rangle) & 1 \sqrt{2}(|\uparrow, 0, \uparrow\rangle-|0, \uparrow, \Uparrow\rangle) \\
1 / \sqrt{4}(|0, \uparrow, \Downarrow\rangle+|0, \downarrow, \Uparrow\rangle+|\uparrow, 0, \Downarrow\rangle+|\downarrow, 0, \Uparrow\rangle) & 1 / \sqrt{4}(|0, \uparrow, \Downarrow\rangle+|0, \downarrow, \Uparrow\rangle-|\uparrow, 0, \downarrow\rangle-|\downarrow, 0, \Uparrow\rangle) \\
1 \sqrt{2}(|\downarrow, 0, \Downarrow\rangle+|0, \downarrow, \Downarrow\rangle) & 1 \sqrt{2}(|\downarrow, 0, \Downarrow\rangle-|0, \downarrow, \Downarrow\rangle)
\end{array}
$$

Here we have used that

$$
\hat{T}|0, \downarrow\rangle=-|\downarrow, 0\rangle
$$

Thus, the symmetric combination of $\left|-1(1), 1(0), s_{z} ; m\right\rangle$ states is associated to the negative $T=-1$ eigenvalue of $\hat{T}$ and the asymmetric combination to the positive eigenvalue $T=1$ of $\hat{T}$.

In the $Q=0$ subspace one can show that the hopping
has no effect on the quadruplet and the doublet. However the $Q=0, S=1 / 2$ subspace behaves non-trivially under the hopping:

$$
\begin{aligned}
\hat{T}|\uparrow \downarrow, 0, \Uparrow\rangle & =|\downarrow, \uparrow, \Uparrow\rangle-|\uparrow, \downarrow, \Uparrow\rangle \\
\hat{T}|0, \uparrow \downarrow, \Uparrow\rangle & =|\downarrow, \uparrow, \Uparrow\rangle-|\uparrow, \downarrow, \uparrow\rangle \\
\hat{T}(|\downarrow, \uparrow, \uparrow\rangle-|\uparrow, \downarrow, \uparrow\rangle) / \sqrt{2} & =\sqrt{2}(|\uparrow \downarrow, 0, \Uparrow\rangle+|0, \uparrow \downarrow, \Uparrow\rangle)
\end{aligned}
$$

We can combine these states such that they become eigenstates of $\hat{T}$ :

| $\left\|0,1 / 2,0, s_{z} ; m\right\rangle$ | $\left\|0,1 / 2,+2, s_{z} ; m\right\rangle$ | $\left\|0,1 / 2,-2, s_{z} ; m\right\rangle$ |
| :---: | :---: | :---: |
| $\sqrt{\frac{2}{3}}\|\uparrow, \uparrow, \downarrow\rangle-\sqrt{\frac{1}{6}}(\|\downarrow, \uparrow, \uparrow\rangle+\|\uparrow, \downarrow, \Uparrow\rangle)$ | $\frac{1}{\sqrt{4}}(\|\downarrow, \uparrow, \uparrow\rangle-\|\uparrow, \downarrow, \uparrow\rangle+\|\uparrow \downarrow, 0, \Uparrow\rangle+\|0, \uparrow \downarrow, \uparrow\rangle)$ | $\left.\frac{1}{\sqrt{4}}(\|\downarrow, \uparrow, \Uparrow\rangle-\|\uparrow, \downarrow, \Uparrow\rangle-\|\uparrow \downarrow, 0, \Uparrow\rangle-\|0, \uparrow \downarrow, \uparrow\rangle\rangle\right)$ |
| $\begin{gathered} -\sqrt{\frac{2}{3}}\|\downarrow, \downarrow, \Uparrow\rangle+\sqrt{\frac{1}{6}}(\|\downarrow, \uparrow, \Downarrow\rangle+\|\uparrow, \downarrow, \downarrow\rangle) \\ \frac{1}{\sqrt{2}}(\|\uparrow \downarrow, 0, \Uparrow\rangle-\|0, \uparrow \downarrow, \Uparrow\rangle) \\ \frac{1}{\sqrt{2}}(\|\uparrow \downarrow, 0, \Downarrow\rangle-\|0, \uparrow \downarrow, \Downarrow\rangle) \end{gathered}$ | $\frac{1}{\sqrt{4}}(\|\downarrow, \uparrow, \Downarrow\rangle-\|\uparrow, \downarrow, \Downarrow\rangle+\|\uparrow \downarrow, 0, \Downarrow\rangle+\|0, \uparrow \downarrow, \Downarrow\rangle)$ | $\frac{1}{\sqrt{4}}(\|\downarrow, \uparrow, \Downarrow\rangle-\|\uparrow, \downarrow, \Downarrow\rangle-\|\uparrow \downarrow, 0, \Downarrow\rangle-\|0, \uparrow \downarrow, \Downarrow\rangle)$ |

The fourfold degenerate multiplet is now almost completely lifted. Only the $\left|0,1 / 2,0, s_{z} ; m\right\rangle$ subspace is still twofold degenerate. This last degeneracy can be lifted by
introducing a further operator,

$$
\hat{W}=\hat{n}_{\uparrow}^{L} \hat{n}_{\downarrow}^{L}+\hat{n}_{\uparrow}^{R} \hat{n}_{\downarrow}^{R},
$$

which has the eigenvales $W \in\{0,1\}$ in the $\left|0,1 / 2,0, s_{z} ; m\right\rangle$ subspace. Instead of introducing a new label for only this subspace, the eigenvalues for $\hat{T}$ and $\hat{W}$ are added together in the $T$ label. This gives the states:

$$
\begin{array}{|c|c|}
\left|0,1 / 2,1, s_{z} ; m\right\rangle & \left|0,1 / 2,0, s_{z} ; m\right\rangle \\
\hline \sqrt{\frac{2}{3}}|\uparrow, \uparrow, \Downarrow\rangle-\sqrt{\frac{1}{6}}(|\downarrow, \uparrow, \uparrow\rangle+|\uparrow, \downarrow, \Uparrow\rangle) & \frac{1}{\sqrt{2}}(|\uparrow \downarrow, 0, \Uparrow\rangle-|0, \uparrow \downarrow, \Uparrow\rangle) \\
-\sqrt{\frac{2}{3}}|\downarrow, \downarrow, \Uparrow\rangle+\sqrt{\frac{1}{6}}(|\downarrow, \uparrow, \downarrow\rangle+|\uparrow, \downarrow, \Downarrow\rangle) & \frac{1}{\sqrt{2}}(|\uparrow \downarrow, 0, \Downarrow\rangle-|0, \uparrow \downarrow, \Downarrow\rangle)
\end{array}
$$

We have thereby succeeded in reducing the dimension of each subspace spanned by these labels to $M=1$, as desired.

## Appendix C: Details of NRG calculations

All calculations in this work were carried out using Wilson's NRG method 60, 70, using the full density ma-
trix approach [71, 72, which allows the precise calculation of the static observables discussed here. The impurity entropy, which is used to estimate $T_{K}$ was computed using standard thermodynamic NRG [70]. For the simulation of bare and effective models, the number of kept states is $M_{K}=2000$ and we use a Wilson chain discretization parameter of $\Lambda=2.5$ at a Wilson chain length of $N=40$. Total charge and spin projection quantum numbers are exploited.
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