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Abstract

Since 2021, Kalshi has operated as the only licensed prediction market in the United States. We
show that Kalshi’s contract prices are relatively accurate predictors of outcomes and their accuracy
increases as markets come closer to closing. However, the prices also display a systematic favorite-
longshot bias. Contracts with low prices win less than required for them to break even on average
while the opposite applies to contracts with high prices. We explain these results with a theoretical
framework in which there are two types of participants: Makers who are relatively well-informed
traders who make offers seeking a positive return but who may be too optimistic about their
chances of winning and Takers who either accept or reject these offers. The framework predicts
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1. Introduction

Prediction markets match people who place wagers backing events to happen with people who wa-

ger that the event will not happen. These markets have long been considered useful for their ability

to summarize the public’s information. Popular books by Surowiecki (2004) and Sunstein (2006) pro-

moted the idea that these markets should be much more widely used but their development was

limited by regulatory restrictions in the United States. A 2008 article in Science by 22 high-profile

social scientists including four economics Nobel prize winners (Arrow et al., 2008) recommended

reform of these restrictions and argued the case for “The Promise of Prediction Markets.”

In November 2020, the Commodity Futures Trading Commission (CFTC) gave the startup firm

Kalshi a license for a market of this type (technically, a designated contract market). Importantly,

unlike previous prediction markets such as PredictIt or the Iowa Electronic Markets (IEM), Kalshi’s

license allows it to operate without stake limits. Kalshi is an Arabic word meaning “everything”

and, consistent with this name, it operates markets across a huge range of topics such as culture,

weather, sports, company announcements, financial markets and politics. Notably, Kalshi’s market

on the 2024 US Presidential election called the outcome correctly, with the market predicting a high

likelihood of a Trump win when most polling suggested the race was a toss-up.

Contracts on Kalshi are quoted with prices ranging from 1c to 99c. If you buy a contract for 70c,

you can win the 30c put up by the person who agreed to take the other side of this contract. Previous

work on prediction markets has described how to break even on average, contracts costing X cents

must win X percent of the time. However, Kalshi charges fees on contracts so breaking even on

average requires contracts to win more often than the percentage implied by their price.

Kalshi is a decentralized quote-driven market. Traders participate by either making offers to oth-

ers to back Yes or No for an event or by accepting these offers. Kalshi describes the market structure

as follows: You can think of every trade on the platform as a deal taking place between two participants: a
“maker” and a “taker”. The maker is the first one to the table: They declare a side they’re willing to buy (Yes
or No), how much they’re willing to pay, and how many contracts they are looking to buy at that price. Takers
can see all available offers and match with the most generous one.1 In stock exchange terminology, Makers

make limit orders and Takers make market orders. This makes Kalshi’s pricing mechanism different

from the IEM, which took limit orders on both sides of events and had a centralized mechanism to

match up order requests from opposite sides when they were mutually compatible.

This paper is the first to present systematic evidence on prices in the Kalshi market and also

provides a simple theoretical model to explain our findings. We present evidence on the outcomes

of traded contracts on Kalshi since the market opened in 2021. We have transaction-level data on

46,282 different Kalshi contracts on specific outcomes (e.g. Will Margot Robbie win the Oscar for best

actress?) from 12,403 individual events (e.g. Who will win the Oscar for best actress?) each of which

1https://help.kalshi.com/trading/who-are-you-trading-with

https://help.kalshi.com/trading/who-are-you-trading-with
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was open for at least 24 hours. We collect the final traded price as the market closed and also, where

available, previous prices from 24 hour intervals up to 10 days before markets closed. This gives us

over 300,000 prices when we factor in both sides of each traded contract.

We show that Kalshi’s contract prices are relatively accurate predictors of outcomes and their ac-

curacy increases as markets come closer to closing. However, we also find that Kalshi’s prices display

a systematic favorite-longshot bias. The win percentage of contracts with low prices is systematically

lower than required for them to break even on average with the opposite applying to contracts with

high prices. In particular, investors who buy contracts costing less than 10c lose over 60 percent of

their money. In contrast, there is statistically significant evidence that contracts with prices above 50c

earn a small positive rate of return. These findings hold across a wide range of different categories of

Kalshi’s markets, though there is some evidence that the bias in prices is getting smaller over time.

Prior to fees being charged, the average rate of return on Kalshi contracts is minus 20%. Even

though the contracts involve people swapping money so that the total return before fees on all money

invested is zero by definition, the average losses incurred by those who buy cheap contracts are

larger as a percentage of their investment than the average profit rate on more expensive contracts.

Factoring in Kalshi’s fees, the average return across all contracts is minus 22%.

We provide a simple model to explain the observed pattern of favorite-longshot bias that features

two key aspects of Kalshi’s market structure: The existence of fees and the asymmetry in the market

micro-structure in which people are either Makers or Takers. In our model, Makers put forward offers

seeking positive expected returns after accounting for fees but may be slightly optimistic about their

chances of success. When trades occur, it is because Takers have accepted these offers. The model

predicts that loss rates for Takers will increase as the price of contracts falls, with the incidence of

the commission and the profits earned by Makers falling harder on those who have bought cheap

contracts. The model also predicts Makers will lose money offering cheap contracts if they are too

optimistic about their chances of winning. This can be considered as a form of “winner’s curse”

where those who make the most generous offers turn out to have slightly over-paid.

The data support the model’s key predictions. Kalshi’s transaction-level data records the Taker’s

side of each traded contract. Using this information, we find patterns of favorite-longshot bias for

contracts bought by both Makers and Takers but the pattern is more pronounced for prices accepted

by Takers. We show how these results are consistent with a version of our model in which Makers

seek a modest rate of return but are also slightly too optimistic about their chances of winning.

The paper is organized as follows. Section 2 begins with a brief review of previous literature

on prediction markets and describes how the Kalshi market operates. Section 3 presents our initial

evidence on how contracts in the market perform. Section 4 presents our theoretical framework and

Section 5 provides our results on differences in outcomes for those who offer versus those who accept

contracts. Section 6 discusses explanations for the apparent pricing anomalies we have found.
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2. Previous Literature and How Kalshi Works

Here we provide a brief description of some of the relevant previous research on prediction markets

and then discuss how the Kalshi prediction market works.

2.1. Previous Literature

The first prediction markets pre-dated the Internet. Forsythe et al. (1992) reported that the Iowa Pres-

idential Stock Market, which operated on a computer network at the University of Iowa, yielded

predictions of the vote shares in the 1988 US presidential election that outperformed polls. Subse-

quent research on what became known as the Iowa Electronic Markets (IEM), such as Berg, Nelson

and Rietz (2008) and Berg and Rietz (2019) further reported impressive findings on its predictive

accuracy. Wolfers and Zitzewitz (2004) reported similarly strong predictive power for a number of

other lower-profile prediction markets. To our knowledge, only one other academic paper has used

data from Kalshi: Swanson, Wang and Wu (2025) analyze the impact of Fed announcements on prices

on Kalshi’s markets on macroeconomic data releases.

Of relevance for the results we present below, Berg and Rietz (2019) reported that IEM prices did

not exhibit any favorite-longshot bias. Worth noting, though, is the evidence presented by Page and

Clemen (2013) that prices from the InTrade prediction market tended to be too high for longshots

and too low for favorites. However, this finding related to contracts that were traded well over 10

days in advance of the closing of the market. Page and Clemen described how the discounting of the

potential future payout could explain this phenomenon and showed that there were no significant

deviations between prices and win probabilities when contracts were close to closing. Our focus will

be on contracts with no more than 10 days before closing. Of relevance, also, is Page’s (2012) finding

of the so-called Yogi Berra bias (“it ain’t over till it’s over”) using InTrade, in which prices for losing

teams in sports events in the final 15 minutes were too high relative to the fraction of times they won.

The theoretical literature on prediction markets has largely focused on whether it is reasonable

to interpret a prediction market price as an unbiased estimate of the public’s average belief about

the probability of an event happening. Manski (2006) presented a simple model with risk-neutral

investors who invested all their wealth in their preferred contract and showed that when observing

a price p in a prediction market, the average belief could be as low as p2 or as high as 2p − p2. Key

contributions by Gjerstad (2004) and Wolfers and Zitzewitz (2006) showed that if agents set the size

of their trading positions by maximizing log utility and the distribution of beliefs about a probability

in the population were symmetric, then the prediction market price that equated demand and supply

on either side of the contract was the average belief of participants. He and Treich (2017) showed that

this result does not apply for any other CRRA utility functions.
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2.2. How Kalshi Works

Before explaining how the Kalshi market works, we highlight two ways it differs from both the IEM

and existing theoretical models of prediction markets.

First, Kalshi is a commercial operation and charges fees. IEM was allowed to operate by the CFTC

because it was a research project. Stake sizes on IEM were limited to $500 and no fees were charged.

In contrast, Kalshi charges a per-contract fee of $0.07p (1− p) where p is the price in dollars, rounding

the total up to the nearest cent. It also has no legally binding stake size limit.

Fees did not feature in the theoretical papers just cited. Whelan (2023) used the log utility model

of stake sizing to incorporate various different possible fee structures, including Kalshi’s, showing

that the addition of fees implied that people who purchased contracts backing low probability out-

comes would experience higher percentage losses on their investment than those buying contracts

backing more likely outcomes. While the model we introduce here is different, it also features the

incidence of fees falling more heavily on those who buy low-price contracts. One factor driving this

is that Kalshi’s per-contract fee of $0.07p (1− p) means the participants on both sides of each contract

pay the same fee, so fees are higher as a proportion of the total cost of the investment for low-price

contracts.

Second, there is the market price mechanism. IEM operated a continuous double-auction system

where people on both sides of the market would submit limit orders indicating their willingness

to buy at various prices. IEM maintained a centralized order book and would match compatible

offers from opposing sides. If the highest price offer to buy a Yes contract was at least 60c and

the highest price offer for a No contract was at least 40c, the IEM would match the two sides and

record the market price for a Yes contract at 60c. With IEM as the principal source of evidence, the

literature understandably focused on there being a single market-clearing price at any point in time.

In contrast, Kalshi does not run a centralized double-auction system. Instead, users post offers that

are visible on the site and people can choose to either accept or reject these offers. As we will discuss

next, this means that any point in time, there will be two different potential prices at which a Yes

contract will be traded: One based on a Maker offering Yes contract and one based on one of them

offering a No contract (in which case, the Maker will hold a Yes contract if if the offer is matched).

To illustrate how it works, consider a specific Kalshi event market: “What will monthly inflation

be in the April 2025 US Consumer Price Index?” Figure 1 shows what the market on May 7, 2025, six

days prior to the CPI release, with the upper panel showing the historical traded prices. The figures

quoted as percentages on the left-hand-side are the last traded Yes prices for each option, while the

blue and purple boxes show the current best offers available to back Yes and No. For example, at a

cost of 32c you can buy a contract that will pay out $1 if CPI inflation in April is over 0.3% and at a

cost of 72c you can buy a contract that will pay out $1 if CPI inflation in April is 0.3% or under. Note

that all trades occur at integer-valued number of cents, so it is not possible to buy a contract for 32.5c.
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Figure 1: A sample Kalshi market: CPI for April 2025
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Figure 2 shows the options available when you click on Yes for Above 0.3% on the 32c button in

blue and provides information on volumes in the order book.

At this point in time, people had four different actions they could have taken with the “Yes/No

Above 0.3%” market.

1. Take the best available Yes offer of 32c. The order book in this case shows you can buy $33.60

worth of Yes contracts at this price. If you buy more than this, you will have to pay 33c for the

rest of your investment, with $3,336 available at that price. The 33c Yes price (and other more

expensive offers to back Yes) show up under “Asks” on the order book.

2. Make an offer for a Yes contract for a price below 32c. If you consider the 32c too high, you

can make an offer to buy a Yes contract at a lower price. For example, if you post a 30c offer for

Yes, it becomes the best available price for someone seeking to back No (i.e. they would pay 70c

for No) so 70c would show in the purple box in Figure 1. A key difference with this strategy is

that accepting Yes at 32c means you definitely get your wager placed while seeking a cheaper

price may mean your offer doesn’t get matched.

3. Take the best available No offer at 72c. When you click on the purple 72c, a second order book

shows up. This has the same information as the Yes order book but the prices are quoted from

the No perspective. We can see that $16.80 is available to buy No contracts at a price of 72c

(because this is the amount made available by people seeking a Yes contract at 28c).

4. Make an offer for a No contract for less than 72c. For example, if you decided to seek a No

contract at 69c, then you would have the best offer under “Yes” and it would be your 69c offer

that would show up as 31c in the blue box (because 1 - 69c = 31c). If that offer was accepted, you

would have bought a No contract for 69c, which is cheaper than you could get from clicking

on the No button and taking the 72c offer.

It is worth noting here that the last Yes contract price for Above 0.3% is 28c and this matches the

most expensive bid price. This suggests the last trade likely involved someone accepting an offer

from a Maker seeking a Yes contract for 28c. As we will describe in Section 5, the transactions-level

data provided by Kalshi explicitly identify which side of a trade was the Maker and which was the

Taker.
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Figure 2: Options for betting for or against above 0.3%
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2.3. Bid-Ask Spreads and Limit versus Market Orders

The order book system Kalshi uses has some similarities to financial markets. However, there are no

institutionalized market makers in the Kalshi market that are driving the bid/ask spreads by “buying

low and selling high.” Instead, the bid/ask spread—for example the 4c gap between the 28c bid and

the 32c ask for Above 0.3%—is driven by the process of Makers looking to get the best possible price

for their preferred option and their accounting for the fees charged by Kalshi. This behavior means

the sum of the best available Yes and No offers on each option is always greater than $1. Similarly,

the total cost of all the best available Yes contracts exceeds $1, so buying them all guarantees losing

money and the sum of all best available No contracts similarly is more expensive than the guaranteed

payout.

In contrast, getting a 32c Yes contract offer accepted gives someone a 68c No contract, while

getting a 72c No offer accepted gives someone a 28c Yes contract. In this case, getting both the Yes

and No offers accepted would cost 96c, which would guarantee a profit of 4c before fees. In this

example, the combined fees would equal about 3c, indicating an opportunity for post-fee arbitrage

profits for Makers. But this is not a risk-free strategy since Makers would have no guarantee of

getting either or both their Yes and No offers accepted and prices may move against them after the

first of these offers is accepted. If arbitrage-seeking behavior by Makers is sufficiently strong so that

they only broke even after fees, then the bid-ask spreads would be driven solely by fees. However,

note that Takers pay the same fees as Makers on each trade so these calculations point to a greater

chance of making profits by making offers rather than taking them up.

These considerations suggest that, at any point in time, there are perhaps two different kinds of

people that participate in these markets. On the one hand, there are people who take up offers rather

than seeking a lower price. As we discuss later, these people may be impatient, or so confident in the

trade that this is a winning trade at this price that they don’t want to risk looking for a better price

but not getting matched. On the other hand, there are people who may recognize that it is difficult

to make money accepting prevailing offers and making any profit after commission requires acting

as a Maker and seeking better prices.

A useful comparison from research on financial markets is the evidence in Barber et al. (2009).

They analyze anonomized trading records from the Taiwan Stock Exchange (TSE). The TSE only ac-

cepts limit orders but Barber et al. characterize these orders as either aggressive or passive depending

on how high a price the bidder is willing to pay.2 They reported that at short horizons (up to 10 days),

individual investors make profits on their passive trades but lost money on aggressive trades.

There is evidence, however, that this pattern does not hold at all times. Linnaimaa (2010) exam-

ines the performance of market orders and limit orders on the Helsinki Stock Exchange around the

time of earnings announcements and finds that market orders perform better than limit orders. His

2Specifically, orders with an order price below the most recent unfilled buy limit order wre categorized as passive.
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explanation for this effect is relatively simple: When there is good news about a company, market

orders to buy get triggered and generate good returns for buyers and bad returns for those with limit

orders to sell. The opposite pattern occurs when bad news is announced with those with limit orders

to buy getting bad returns. Whether this pattern holds in the Kalshi data likely depends on how

“passive” the Makers are: Makers who are aware of good or bad news that affects the outcome of a

Kalshi contract are just as free to cancel their unmatched offers as Takers are to take them up. But this

argument shows that it is an open question whether Makers or Takers perform better on a market

like Kalshi that revolves around reacting to news.

3. Initial Evidence

Here, we introduce our dataset and provide evidence on the predictive power of the prices of Kalshi

contracts and returns on these investments. We start with summary statistics and then present re-

gression evidence formally testing for a favorite-longshot bias pattern.

3.1. Data and Summary Statistics

To obtain the data, we registered with Kalshi to get access to their Application Programming In-

terface (API). We used Python scripts to get transaction-level data from the API for contracts from

Kalshi’s inception in 2021 through April 2025. We focus only on contracts that have reached a to-

tal trading volume upon market closure of at least $1,000 to ensure there was a meaningful level of

market activity. In addition, we drop contracts where the final bid-ask spread is larger than 20c.3

Kalshi runs some markets that re-set every hour, generally markets that speculate on the value of

cryptocurrencies or stock market indices at the end of the hour. We do not analyze these markets,

limiting ourselves to markets that are open at least 24 hours. The resulting dataset has the last traded

Yes prices before the market closed for 12,403 events (e.g. Who will win the Super Bowl?) and 46,282

different Yes contracts (e.g. Will the Chicago Bears win the Super Bowl?)

Going from final trades on the day a market closed back in 24-hour intervals to ten days before

closing, we obtained a total of 156,986 prices for traded Yes contracts, so we have a maximum of

11 daily observations for each Yes contract and the average number of daily observations across

Yes contracts is 3.5.4 Associated with each Yes price is the corresponding No price that was taken

by the other side, which means we have 313,972 closing prices for traded contracts purchased by

individuals. We also obtained data on whether contracts were successful or not, which allows us to

check the predictive accuracy of prices and the pre- and post-fee returns for all contracts.

3Kalshi also report final traded prices and volumes separately from their transactions-level data. We omitted 63 Yes
contracts from the transactions-level data that did not match these figures.

4We collected these as follows. If, for example, the last trade on a market was at 5.57pm on the day the market closes,
we also record the last trade before 5.57pm for each of the previous days that trades were available.
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As detailed in Table 1, the most common length of time a market is open in our dataset is 24 hours.

Examples of these short-lived markets include Kalshi’s markets for the top temperature in various

cities tomorrow and markets like “Which app will be the most downloaded to iPhones tomorrow?”

Other markets are available for longer. So, for example, we have 4,468 observations on Yes contracts

that were traded every day back to 10 days before the market closed and 10,802 markets where we

record the final traded price and the price from 24 hours earlier.

Some Kalshi events have simple Yes/No outcomes on a single event, so they have one Yes and

one No: For example, Kalshi run markets like “Will there be a government shutdown this year” and

you can pick either Yes or No. Other markets have multiple mutually exclusive winners and you can

back Yes or No for any of them: For example, “Who will be the most popular artist on Spotify this

year?” Some, like the CPI market discussed earlier, offer multiple different Yes contracts available

with their success dependent on a single published number or else markets like “Which phrases will

be mentioned by the Fed chair during the FOMC press conference?” where there are many different

phrases and no limit on how many can win. The average number of traded Yes contracts on the final

day per event in our data was 3.7.

Table 2 shows the number of combined Yes and No contracts in our data for each of the 10 unit

price intervals going from 1c to 10c up to 90c to 99c. It shows that our data contain far more contracts

with extremely high or low prices than there are contracts with mid-range prices. Of the 313,972

contract prices recorded, about two-thirds have prices either less than 10c or greater than 90c. There

are only 8,351 contracts with price between 50 and 59. This explains why our charts showing returns

by average price bands have very tight 90% confidence intervals at the extremes and wider ones in

the middle.

Table 3 reports the average total final volumes traded by decile. Typical total volumes on Kalshi

are low relative to most financial markets with the median amount of money staked on each contract

(including money placed on both Yes and No) being $8,982. The distribution of volumes is highly

skewed, with lots of markets having low volumes but those in the highest decile, often having total

volumes of over $1 million. We explore later whether our findings vary across low and high volume

markets. Our transaction-level data also records the size of transactions. The mean transaction size

is $100 while the median is $35.
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Table 1: Yes trade observations by number of days
available before closing

Data Availability Observations

Closing day only 19,338

Closing day and day before closing 12,861

Closing day and 2 days before closing 1,723

Closing day and 3 days before closing 1,083

Closing day and 4 days before closing 1,311

Closing day and 5 days before closing 1,288

Closing day and 6 days before closing 1,461

Closing day and 7 days before closing 159

Closing day and 8 days before closing 150

Closing day and 9 days before closing 154

Closing day and 10 days before closing 6,754

Total 46,282
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Table 2: Total observations for all
Yes and No contracts in each price

range

Price Range Number Percent

1c-10c 106,209 33.8

11c-20c 20,395 6.5

21c-30c 12,558 4.0

31c-40c 10,049 3.2

41c-50c 7,199 2.3

50c-59c 8,351 2.7

60c-69c 10,049 3.2

70c-79c 12,558 4.0

80c-89c 20,395 6.5

90c-99c 106,209 33.8

Total 313,972 100
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Table 3: Average final total volume
deciles

Decile Average Volume Freq

1 $1,199 4,632

2 $1,735 4,634

3 $2,455 4,621

4 $3,593 4,626

5 $5,454 4,629

6 $8,481 4,628

7 $13,387 4,628

8 $21,286 4,628

9 $35,960 4,628

10 $526,245 4,628

Total $61,977 46,282
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3.2. Winning Fractions and Forecast Accuracy

As you can see from Figure 1, Kalshi’s website reports its last traded Yes price in the form of per-

centages with the clear implication that, for example, if we examine a large sample of Yes contracts

with prices equal to 60c, then we would expect the events being backed to happen 60% of the time.

A simple way to assess this is to sort the data by price and record what fraction of the time contracts

at each price level win.

Specifically, consider a contract with price Pij in dollars which returns a payout of $1 if event i

ends in outcome j. Define

yij =

1 if outcome j occurs

0 if outcome j does not occur
(1)

Figure 3 plots the empirical win rate ȳij for each possible value of pij , as well as a standard 95%

confidence interval. We also show a 45 degree line. If the 45 degree line lies inside the confidence

intervals, then a standard t-test can’t reject the hypothesis that the winning fraction was consistent

with the prediction from the traded price.5 One quick conclusion we can draw from the chart is that

Kalshi’s prices are pretty good predictors of outcomes. The winning fraction fluctuates around the

45 degree line, particularly in the middle price ranges where the sample sizes are smaller, but overall

we can say that the higher a Kalshi price is, the more likely the outcome becomes.

Interpreting Kalshi’s prices as probabilistic forecasts, we can also assess the accuracy of these

forecasts and whether they become more accurate as we get closer to the closing of the market.

Evidence that Kalshi forecasts improve over time as more information becomes available is provided

in Figure 4. We calculated the absolute error for each contract as |yij − pij | and then averaged them

to obtain the mean absolute error (MAE) for various samples. The top-left chart in Figure 4 uses the

data from all events where contracts were available from 10 days prior to market closing up to the

closing price and reports the mean absolute error (MAE) of the forecast implied by the prices for each

day. We can see that the MAE declines with each day as the market gets closer to closing. The decline

is smooth until the last day, at which point there is a steep drop. This pattern is replicated in the

other charts, which show MAE calculations for samples of contracts that were available for smaller

numbers of days prior to the market closing.

While this is evidence of Kalshi’s ability to forecast accurately, there is also a key shortcoming.

Figure 3 shows a systematic pattern so that contracts with relatively low prices tend to exhibit win

rates (and typically also 95% confidence intervals) that lie below the 45 degree line, while the opposite

applies for relatively high-price contracts. This mirrors the well-document favorite-longshot bias

in betting markets, which has not been recorded previously for relatively short-dated prediction

markets such as the one we are looking at.6

5We have also estimated this relationship using bootstrapped kernel regression methods and found the same results.
6Snowberg and Wolfers (2008) and Ottaviani and Sørensen (2008) are excellent surveys of the theoretical and empirical
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Figure 3: Win percentage sorted by price (shaded areas are 95% confidence intervals)

Notes: The figure shows the fraction of contracts that won for each price for the full sample of 313,972 Yes and No contracts.

literature on the favorite-longshot bias.
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Figure 4: Mean Absolute Error by forecast horizon (shaded areas are 95% confidence intervals) for
samples of contracts available up to 5 days out, 6 days out etc.

Notes: The figures show the MAE that won for each price for different sub-samples of the 313,972 Yes and No contracts for which prices
were available continuously from the number of days prior closing indicated.
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3.3. Returns on Contracts

We have also calculated the ex post return on each contract in our dataset. Calculating the return

before fees are charged is simple but there is a slight complication when calculating post-fee returns.

We could calculate the rate of return on purchasing a single contract using the fee for a single con-

tract. However, it is rare that anyone would buy only one contract. Kalshi calculates their fee as

$0.07p (1− p) times the number of contracts where p is the price in dollars, rounding the total up

to the nearest cent. This rounding means the average fee is generally slightly higher than Kalshi’s

stated fee rate for a single contract. We calculated an average fee based on the purchase of 100 con-

tracts rounded up to the next cent. The round-up makes the fee on an average contract price of 50c

equal to 3.54% of the price, slightly higher than the 3.5% it would be without the round-up.

We calculate the pre-fee rate of return on contracts as

rij =
yij − pij
pij

(2)

and given our imputed commission rate for each contract, cij , we calculate the post-fee rate of return

as

rcij =
yij − pij − cij
pij + cij

(3)

In other words, when calculating the return once fees are considered, we treat the total investment

to be the cost of the contract pij plus the associated commission fee.

Figure 5 shows the average returns on investment in contracts sorted by 10c-size price bands

(1c-10c, 11c-19, ..., 91c-99c) with the upper panel showing returns before fees and the lower panel

showing the return after accounting for fees. The results are striking. The pattern of low-price con-

tracts under-performing, which was evident in Figure 3, has a dramatic effect on their rate of return.

Average loss rates for the contracts costing 10c and under are over 60%. These loss rates fall as prices

rise above 10c and there are small positive returns for contracts above 50c. For contracts above 70c,

there is evidence of statistically significant, though small, positive post-fee returns.

These results are driven by the fact that, while the shortfall in win rates for low-price contracts

shown in Figure 3 may appear small, it is a relatively large fraction of the price. A 5c contract that only

wins 3% of time will have a minus 40% average return before fees. In contrast, the over-performance

of higher-price contracts represents a relatively small amount of extra money relative to their prices.

A 95c contract that wins 98% of the time has a pre-fee average return of 3.1%. Prior to fees, Kalshi

participants simply swap money, so by definition the average return prior to fees across the total vol-

ume of money invested is zero. However, the asymmetric pattern of returns on cheap and expensive

contracts means the average pre-fee return on a Kalshi contract in our data is -20%.

The similarity of the upper and lower panels in Figure 5 shows that fees play a relative minor

role in the patterns driving average returns. The average post-fee return on a Kalshi contract in our
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data is -22%. However, accounting for fees exacerbates the pattern of cheap contracts having inferior

returns because the fee paid on a cheap contract is the same as the fee paid by the counter-party that

took the other side. For example, the fee when buying one hundred 5c contracts (so an investment

of $5) is 34c, equivalent to almost 7% of the pre-fee cost. For the counter-parties that spent $95 on the

matching contracts, the fee is 0.03% of the pre-fee cost.

Figure 5: Average rates of returns on investment sorted by 10c-size price bands (shaded areas are
95% confidence intervals)

(a) Pre-fee rate of return

(b) Post-fee rate of return

Notes: The upper figure shows the average rate of return prior to considering fees (as calculated by equation 2) and the lower shows the
average rate of return taking fees into account (as calculated by equation 3) for various price range sub-samples of the 313,972 Yes and
No contracts.
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3.4. Regression Evidence

A formal way to test the accuracy of the forecasts implicit in Kalshi’s traded prices is to use the classic

Mincer-Zarnowitz (1969) regression for evaluating the accuracy of forecasts

yij = α+ βpij + ϵij (4)

The hypothesis that the contract prices are unbiased forecasts of the outcome can be tested via an

F -test of the joint hypothesis that α = 0 and β = 1. This approach has been used in many papers

assessing forecasts, including the well-known contribution of Keane and Runkle (1990).7 In our

case, because the variable being forecasted takes the value of either 0 or 1, this is effectively a linear

probability model. These models can be objected to because they can predict probabilities outside

the [0, 1] interval but, in this case, the null hypothesis is that the expected value of yij increases one

for one with pij and not the nonlinear relationships implied by Logit or Probit models. Also, any

predicted value being outside [0, 1] would itself be a violation of the null hypothesis.

A simple alternative to equation 4 is to run the regression

yij − pij = α+ ψpij + ϵij (5)

so the dependent variable is the realized profit from the contract. In this case, the null hypothesis of

the price being an unbiased predictor can be tested via the standard F -test of α = ψ = 0. We report

results from applying this approach to various sub-samples of our data in Tables 4 to 8.

A few technical aspects of these regressions are worth mentioning. The regressions are restricted

to the profits and prices of the 156,986 Yes contracts. For a Yes contract with price pij and profit

yij − pij , the price and profit for the No contract are just 100c minus the Yes contract values so the

No observations are just a linear transformation of the Yes observations. This means a regression

specification with both Yes and No contracts would double the apparent sample size without adding

any useful information, thus distorting the standard errors downward. Standard errors are clustered

at the event-level and at the Yes-contract level, because there are negative correlations within obser-

vations on the same event (if one contract wins a mutually exclusive event, then the others did not)

and because there are positive correlations between the observations across multiple days for the

same Yes contract (if the Yes contract won, then the residual in the regression is positive for all the

recorded observations on this contract from the first daily observation that we record up to the final

price before the market closes.)

The first column in Table 4 reports the results from regression equation 5 for the full sample

of 156,986 Yes contracts. As expected from the figures already provided, the rejection of the null

7A more recent application that relates to this example where probabilistic forecasts are assessed is Hegarty and Whelan
(2024) which uses the Mincer-Zarnowitz regression approach to test for the accuracy of probabilities based on bookmakers’
odds for soccer and tennis.
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hypothesis of prices as an unbiased predictor of outcomes is highly statistically significant. Indeed,

the null hypothesis is firmly rejected for all sub-samples we present here. The form of the rejections

fit with the favorite-longshot pattern observed in 3. The intercepts are negative and the coefficient on

the price is positive, indicating a pattern in which win rates are lower than predicted for low prices

and then rise to being higher than predicted.

The remaining columns in Table 4 show the regression results for sub-samples for various differ-

ent types of contracts. As noted above, some Kalshi markets have one contract for a specific event

(e.g. is the temperature above X on a specific date and specific place?) Others have a series of related

contracts for one event. The outcomes being considered can be mutually exclusive or instead have

multiple possible winners as was the case with the CPI inflation market we showed earlier. For mutu-

ally exclusive contracts, we further distinguished between contracts where the description includes

greater, less or in-between and classify these as numerical (e.g. GDP growth less than 2%, between

2-4% or greater than 4%). The remaining mutually exclusive contracts include events like who wins

a particular Oscar. The results here show the hypothesis of Kalshi prices being unbiased predictors

of outcomes is strongly rejected for all of the different types of contracts, with the ψ coefficient being

largest for single contract markets.

Table 4: Regressions of pre-fee profit on price for different types of contracts

(1) (2) (3) (4) (5) (6)

Non Exclusive Exclusive All

All Single Exclusive Numerical Other Exclusive

Price 0.034*** 0.045*** 0.036*** 0.014*** 0.020** 0.017***

(0.005) (0.009) (0.007) (0.004) (0.008) (0.004)

Constant -1.736*** -0.595 -1.839*** -1.637*** -1.916*** -1.756***

(0.153) (0.611) (0.499) (0.116) (0.186) (0.105)

Observations 156,986 16,433 58,602 46,674 35,277 81,951

F -test p-value 0.000 0.000 0.000 0.000 0.000 0.000

Notes: The table reports estimates of regression equation 5 in which the dependent variable is pre-fee profit of the
specific contract. Single are single events with one contract, Non-Exclusive are non-mutually-exclusive multiple events
(e.g. GDP larger than 2% and GDP larger than 3%). Exclusive Numerical are mutually exclusive events reliant on a
numerical outcome and Exclusive Other are the remaining mutually exclusive events (e.g. who wins an Oscar). Standard
errors clustered at event and contract level except for single contracts (which are only clustered at the contract level) in
parentheses: *** p <0.01, ** p <0.05, * p <0.1
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Table 5 shows separate regressions for the final traded Yes prices and the Yes prices drawn from

the various one-day intervals prior to this, going back to 10 days before the market closed. While Fig-

ure 4 had shown prices becoming more accurate as the number of days until market closing declined,

the regressions show the F -test rejecting the null hypothesis for each of the days.8

Table 6 examines whether the amount of traded volume influences the favorite-longshot bias

pattern that we have found. One could imagine that the favorite-longshot bias inefficiency might

only be observed in markets with limited amounts of trading with arbitrageurs intervening in larger-

volume markets to align prices better with winning rates. The table reports separate regressions for

closing Yes prices for 5 quantiles based on the total final volume traded before market closing. The

null hypothesis of prices being an unbiased predictor of outcomes is rejected for each of the quantiles,

with a favorite-longshot bias pattern evident in the coefficients. The lowest volume quantile has the

largest ψ coefficient but, other than that, there is no evidence of prices in higher-volume markets

being more efficient predictors.

An alternative possibility could be that, rather than total market volume being what matters,

prices could be more accurate when the size of the individual transactions is bigger because people

pay more attention to fundamentals when they are placing more money at risk. Table 7 shows that

this is not the case. Organizing the data into 5 quantiles by the average size of the transaction asso-

ciated with each price, the null hypothesis is rejected for each quantile and, in fact, the quantile with

the highest average transaction size has the largest ψ coefficient.

Finally, in Table 8, we report the regressions separately for each calendar year. Volumes on Kalshi

have grown since 2021 and the market’s users may have become more sophisticated. We find, how-

ever, that the null hypothesis of prices being an unbiased forecaster of outcomes is rejected for each

of the years. There is some evidence, however, of a weakening in the favorite-longshot bias because

the ψ coefficient is smaller and not statistically significant.

8Standard errors here were clustered only at the event level because each Yes contract only shows up once in these
regressions.
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Table 5: Regressions of pre-fee profit on price for different amounts of days prior
to market closing

Days Price SE Constant SE Observations F -test p-value

0 Day 0.036*** (0.001) -2.025*** (0.049) 46,282 0.000

1 Day 0.017*** (0.006) -1.453*** (0.176) 26,835 0.000

2 Day 0.041*** (0.007) -1.964*** (0.219) 13,996 0.000

3 Day 0.036*** (0.008) -1.448*** (0.271) 12,281 0.000

4 Day 0.032*** (0.008) -1.217*** (0.293) 11,201 0.000

5 Day 0.029*** (0.009) -1.598*** (0.322) 9,918 0.000

6 Day 0.021** (0.009) -1.324*** (0.348) 8,631 0.000

7 Day 0.037*** (0.010) -1.569*** (0.363) 7,178 0.000

8 Day 0.035*** (0.010) -1.644*** (0.375) 7,024 0.000

9 Day 0.040*** (0.010) -1.821*** (0.379) 6,886 0.000

10 Day 0.038*** (0.010) -1.680*** (0.389) 6,754 0.000

Notes: The table reports estimates of regression equation 5 in which the dependent variable is the pre-fee profit
of the specific contract. Standard errors clustered at event level in parentheses: *** p <0.01, ** p <0.05, * p <0.1
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Table 6: Regressions of pre-fee profit on price for different final trading volume
quantiles

(1) (2) (3) (4) (5)

Quantile 1 Quantile 2 Quantile 3 Quantile 4 Quantile 5

Price 0.045*** 0.039*** 0.032*** 0.036*** 0.032***

(0.003) (0.002) (0.003) (0.002) (0.002)

Constant -2.422*** -2.242*** -1.903*** -1.870*** -1.668***

(0.120) (0.108) (0.096) (0.093) (0.098)

Observations 9,266 9,247 9,257 9,256 9,256

F -test p-value 0.000 0.000 0.000 0.000 0.000

Notes: The table reports estimates of regression equation 5 in which the dependent variable is pre-fee profit of
the specific contract for the last price of each contract. Quantile 1 are the 20 percent of contracts with the lowest
volume, Quantile 5 the ones with the highest volume. Standard errors clustered at the event level in parentheses:
*** p <0.01, ** p <0.05, * p <0.1 *** p<0.01, ** p<0.05, * p<0.1

Table 7: Regressions of pre-fee profit on price for different mean transaction size
quantiles

(1) (2) (3) (4) (5)

Quantile 1 Quantile 2 Quantile 3 Quantile 4 Quantile 5

Price 0.036*** 0.033*** 0.038*** 0.034*** 0.043***

(0.002) (0.002) (0.002) (0.003) (0.002)

Constant -2.211*** -1.847*** -1.798*** -1.917*** -2.346***

(0.130) (0.104) (0.105) (0.097) (0.089)

Observations 9,257 9,256 9,257 9,256 9,256

F -test p-value 0.000 0.000 0.000 0.000 0.000

Notes: The table reports estimates of regression equation 5 in which the dependent variable is pre-fee profit of
the specific contract for the last price of each contract. Quantile 1 represents the 20 percent of contracts with
the smallest mean transaction size, Quantile 5 the ones with the largest mean transaction size. Standard errors
clustered at the event level in parentheses: *** p <0.01, ** p <0.05, * p <0.1
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Table 8: Regressions of pre-fee profit on price for different years

(1) (2) (3) (4) (5)

2021 2022 2023 2024 2025

Price 0.041*** 0.023** 0.036*** 0.048*** 0.021*

(0.015) (0.011) (0.009) (0.006) (0.011)

Constant -1.649 -1.589*** -1.531*** -1.793*** -1.851***

(1.224) (0.366) (0.357) (0.289) (0.253)

Observations 3,855 24,913 23,559 53,338 51,321

F -test p-value 0.026 0.000 0.000 0.000 0.000

Notes: The table reports estimates of regression equation 5 in which the dependent variable is
profit of the specific contract. Standard errors clustered at the event and contract level in paren-
theses: *** p <0.01, ** p <0.05, * p <0.1
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4. Makers and Takers: A Simple Model

Here we present a simple model inspired by Kalshi’s market structure in which people can act as

either Makers or Takers. As we described earlier, Makers do not accept the best available offers

on their option and instead seek better prices while risking not being matched. This suggests that

Makers may take a more strategic approach to trading than Takers. Here, we will assume that Makers

seek a specific positive expected rate of return on their investment. We describe the implications of

this for both types of participants. We do not provide a theoretical explanation of the behavior of

Takers. For now, they can be considered “noise traders” who accept the best available trade offers.

We will discuss potential behavioral explanations for the conduct of real-world Takers later.

4.1. The Model

There is an event that will happen with probability π. We consider the prices that will be offered

on this event by Makers who seek to make a return on their investment, taking Kalshi’s commission

into account. We allow for the possibility that Makers may differ slightly in their evaluation of the

true probability π and that the marginal Maker that makes the best available offer—and thus sets the

traded price—may be too optimistic in their assessment of their chances of winning. So, for example,

when the marginal Maker offers someone else a contract that pays out if the event happens, they

believe the event’s probability of happening is actually πM = π − δ. Intuitively, δ can be interpreted

as the degree to which a Maker is overly-optimistic. This leads to them making a more generous

offer than the other Makers, who choose not to match their price because it does not meet their rate

of return requirement. This can be considered a form of the “winner’s curse” whereby the person

who makes the best offer for something has likely paid too much.9

If a Maker offers a contract with price p, then they will lose 1−p if the event happens and win p if

the event does not happen. In addition, both sides will pay a commission of θp (1− p) to Kalshi. The

Maker can be considered to have made an investment of 1− p+ θp (1− p) (the price of their contract

plus the commission). We assume they require an expected return of γ on this investment. From this,

the following relationship equating their subjective expected profit with the required return must

hold

(1− π + δ) p− (π − δ) (1− p)− θp (1− p) = γ [(1− p) + θp (1− p)] (6)

Rearranging we obtain the following quadratic equation

θ(1 + γ)p2 + (1− θ(1 + γ) + γ) p+ δ − π − γ = 0 (7)

This has two solutions but for sufficiently small δ the combined term δ−π−γ is negative. This means

one of the solutions is positive and one is negative. This implies that only one of the two solutions is

9See Thaler (1988) and Charness and Levin (2009).
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economically meaningful and corresponds to the Taker’s price. From this price, we can calculate the

post-fee average returns on contracts.

The positive solutions to equation 7 imply that Takers do systematically worse than Makers and

that the loss rates on their contracts get bigger as the price of the accepted contracts fall. Even if

Makers only seek to break even after the commission, the existence of a commission can cause cheap

contracts to have significant loss rates. The quadratic equation defining the prices sought by Makers

is complex but the intuition for this result is simple. Consider a Maker who decides to offer a Yes

contract on an event with a 1% likelihood of happening. The commission on contracts priced close

to either 1c or 99c is about 0.07c. For the Maker to break even, they will need their No contract

price to be lowered from 99c by this amount and thus the Yes contract price to be that much higher

than 1c. In addition to paying approximately 1.07c, the Taker also incurs the 0.07c commission. The

Taker’s combined average loss rate on their total investment of approximately $1.14 (the Yes price

plus commission) will be 13%.

More generally, consider the case where the Maker has δ = 0, seeks to break even after commis-

sion fees (γ = 0) and the commission on both sides of a contract is c. This requires the price of the

contract accepted by the Taker to be p = π + c and their total investment inclusive of commission is

π+2c. The rate of return on the Taker’s investment in this case would be −c
π+2c , which clearly worsens

as π declines.

4.2. Illustrating the Results

To illustrate the model’s results, we start with the assumption that the Maker is correct in their belief

about the event’s probability of happening (δ = 0). Figure 6 shows the prices Takers will pay for

contracts with varying probabilities of success for three different values of the required rate of return:

γ = 0, γ = 0.02 and γ = 0.04. The purple line is a 45 degree line showing what prices would be if p = π.

The other lines show that prices for Takers always lie above this line, implying they incur losses on

average before fees.

For γ = 0, when Makers are only expecting to break even, the magnitude of the gap between p

and π is smallest at the extremes and largest in the middle. This is because this gap depends only on

fees and the size of fees rises as we go up from 1c, reaching a maximum at 50c and then falling again

in a symmetric fashion. However, as a fraction of the contract price paid by the Taker, these fees fall

as the price rises. For higher values of γ, the overpayment by Takers becomes more pronounced. In

addition to their over-payment covering the fees paid by Makers, this must now also provide a rate

of return for them. For a low-price contract bought by a Taker, say 5c, to provide a 4% post-fee return

on the Maker’s 95c contract, this must add almost 4c to the cost already required to cover fees. The

result is a much larger gap between p and π.

Figure 7 shows the implications of these prices for returns on investment for Takers. For γ =



28

0, loss rates decline linearly with π (the lowest value of 0.13 is consistent with the calculation just

described above). For the higher values of γ, loss rates fall nonlinearly as π falls with particularly

big loss rates for events with very low values of π. The reason for this is simple. If a Maker buys a

contract with π = 0.9 expecting a 4% return, then even without factoring in fees, they will require

a price of about 86c, implying the counter-party Taker is buying a contract with a 10% chance of

winning for a price of about 14c, hence losing about 30% on average before fees. As the rate of return

required by the Maker goes up, loss rates for Takers rise more than proportionately.

The pattern of losses for Takers looks a bit similar to the pattern seen for all contracts in Figure 5

but since here we have half the contracts earning returns of either 2% or 4%, the average returns here

across all contracts are a bit too high relative to what is seen in the data and would require higher

values of γ and enormous loss rates for Takers for low π contracts.

A mechanism in the model that would allow for the possibility of Makers also losing money on

cheap contracts is over-optimism about their investment. Figure 8 shows the return on the Maker’s

contracts when δ = 0.005. This implies a very small amount of over-optimism on the part of the Mak-

ers and leads to them offering contracts that are too cheap. As the figure shows, for most values of

π, this over-optimism does not prove to be too costly. However, for events that are unlikely to occur,

this can be very damaging for Makers. For example, leaving fees aside, if I believe the probability of

an event occurring is 0.015 and it is actually 0.02, then I would believe that offering someone else a

contract at 1.5c would break even, when in fact it would have a positive return of 25% for the Taker

and a loss rate of 33% for the Maker.

Figure 9 shows the returns for takers with over-optimism of δ = 0.005 and different rates of return

for the Maker. If the Maker is just seeking to break even (γ = 0), the over-optimism leads to profits

for Takers, with particularly big returns for cheap contracts, in line with the calculation just reported.

For positive values of γ, the over-optimism implies a slightly tempered form of the nonlinear loss

pattern shown previously.

Figure 10 shows the average returns for Makers and Takers under the assumptions that δ = 0.005

and γ = 0.04, so Makers are over-optimistic but also seek subjective expected returns of 4%. Rates of

return for both Makers and Takers show a nonlinear pattern with large loss rates for contracts with

low values of π but the loss rates for Takers are considerably larger than for Makers. We will show

below that this pattern fits the data well.
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Figure 6: Prices for contracts accepted by Takers for θ = 0.07, δ = 0 and various values of π and γ
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Figure 7: Rates of return including commission for Takers for θ = 0.07, δ = 0 and various values of π
and γ
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Figure 8: Rates of return including commission for Makers for θ = 0.07, δ = 0.005 and various
values of π and γ
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Figure 9: Rates of return including commission for Takers for θ = 0.07, δ = 0.005 and various values
of π and γ
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Figure 10: Post-commission return rates for Makers and Takers for θ = 0.07, δ = 0.005, γ = 0.04 and
various values of π
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5. Evidence on Makers and Takers

Our data allow us to test the model’s predictions about outcomes for Makers and Takers because, for

every transaction, the data available from Kalshi’s API records which side of a contract (either Yes or

No) was the Taker’s.

Table 9 shows the number of observations for contracts bought by Makers for each price range

as well as the total number of contracts. It shows that while Makers do buy many lower-priced

contracts, they are more likely to buy higher-priced ones. This means the contracts that cost 10c or

less, which perform particularly poorly, are mainly bought by Takers.

Table 9: Total observations for all Yes and No
contracts in each price range and for contracts

bought by Makers

Price Range Total Makers Makers Share

1c-10c 106,209 46,185 43.5%

11c-20c 20,395 9,527 46.7%

21c-30c 12,558 6,136 48.9%

31c-40c 10,049 4,799 47.8%

41c-50c 7,199 3,565 49.5%

50c-59c 8,351 4,210 50.4%

60c-69c 10,049 5,250 52.2%

70c-79c 12,558 6,422 51.1%

80c-89c 20,395 10,868 53.3%

90c-99c 106,209 60,024 56.5%

Total 313,972 156,986 50.0%
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Mincer-Zarnowitz F -tests, applied separately to Makers-only and Takers-only contracts, both

firmly reject the null hypothesis of the traded price being an unbiased forecaster of outcomes. Again,

the violation is due to low cost contracts not winning often enough and higher price contracts win-

ning more often than needed to break even.

Figure 11 repeats the chart for average post-fee returns by price range, previously shown for all

contracts in Figure 5b, but this time separately with returns for Takers on the left and for Makers on

the right. The first clear pattern is that average returns for Makers clearly exceed those for Takers:

The average return on contracts for Makers was -11.99% while for Takers this was -31.46%. The

F -statistic for the test of the null hypothesis that the average return for Makers equals the average

return for Takers rejects the hypothesis with an extremely high level of significance. This finding

is perhaps not surprising. By definition, Makers seek better prices than Takers, so we might expect

them to get better returns but the evidence from Linnaimaa (2010) discussed earlier is worth keeping

in mind. Makers need to not simply passively place orders but be willing to cancel those orders if

new evidence emerges that influences the likely success of their preferred contract.

Beyond average returns for the two sides, our model also makes more specific predictions, par-

ticularly that loss rates for Takers will increase as the price of the contract falls and that Makers will

also make losses on low-price contracts if they are too optimistic in their assessment of probabili-

ties (δ > 0). Both charts in Figure 11 show nonlinear patterns with increasingly negative returns as

contract prices fall but the pattern is more pronounced for Takers than for Makers. There is some ev-

idence that Makers who buy contracts priced above 50c earn statistically significant positive returns

but these returns are small relative to the huge loss rates for Takers who buy cheap contracts. On av-

erage, Makers who buy contracts costing 50c and over make a 2.6% rate of return before commission

and a 1.9% rate of return including commission.

Because we include the same contract at different points during its lifetime, we want to make

sure that our results are not driven by the small minority of contracts that are in the sample up

to 11 times. At the same time, we want to asses whether this pattern identified in Figure 11 also

holds during the various different days before closing. To this end, Figures 12 and 13 reproduce the

charts for different times during the lifetimes of contracts. For example, the top-middle sub-figures

show the returns using final outcomes with confidence intervals for all prices available 8 days before

closing. For each of the days relative to closing, we see the nonlinear pattern of worsening returns for

Takers as prices fall, with large and statistically significant loss rates for the prices of 10c and below

and typically also for prices in the 11-19c range.

Returns for Makers also continue to show the pattern of returns generally worsening as the price

of their contract falls, though most of these returns are not statistically significantly different from

zero. The statistical significance of positive returns for Makers for higher-price contracts is generally

not replicated here, most likely due to the smaller sample sizes and thus larger standard errors. Still,
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contracts that Makers buy for 10c or less have statistically significant negative rates of return for 5

of the 6 days shown here. Interestingly, the pattern of losses for Makers on closing prices (bottom

left) is similar to those for Takers. This may point to over-optimism from Makers being a bigger issue

as the market comes closer to closing than in previous days. Indeed, the larger losses for Makers

and Takers on low-price contracts suggests a version of Page’s (2012) “Yogi Berra effect” may be

displayed in these markets.

Overall, these results are broadly consistent with the final calibration of the model illustrated

above in Figure 10, in which Makers seek a return of about γ = 0.04 but are slightly too optimistic

about their probability of winning and so offer prices consistent with them thinking their chance of

winning is a half percentage point higher than it actually is (δ = 0.005). This calibration of the model

captures both the shape and sizes of the loss rates for Takers as well as the pattern for Makers of

earning small profits for high-price contracts and significant losses (though smaller than for Takers)

on low-price contracts.
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Figure 11: Rates of return including commission by price (by 10c-size price bands) for Makers
(right) and Takers (left) (shaded areas are 95% confidence intervals)

Notes: The left figure shows the average rate of return taking fees into account (as calculated by equation 3) for various price range
sub-samples of the 156,986 contracts bought by Takers. The right figure shows the same for the 156,986 contracts bought by Makers.
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Figure 12: Rates of return including commission by price (by 10c-size price bands) for Takers
(shaded areas are 95% confidence intervals)

Notes: The figures show the average rate of return taking fees into account (as calculated by equation 3) for various price range
sub-samples of the 156,986 contracts bought by Takers and for various numbers of days prior to the market closing.
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Figure 13: Rates of return including commission by price (by 10c-size price bands) for Makers
(shaded areas are 95% confidence intervals)

Notes: The figures show the average rate of return taking fees into account (as calculated by equation 3) for various price range
sub-samples of the 156,986 contracts bought by Makers and for various numbers of days prior to the market closing.
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6. Discussion

Here, we provide some further discussion of potential explanations for our results.

6.1. Behavioral Biases and Platform Design

Given the high loss rates experienced by many market participants, participants in Kalshi’s markets

appear to be influenced by multiple different behavioral biases.

The first bias, over-optimism, is something that we have explicitly modeled for Makers. Our

baseline approach was that Makers sought a subjective expected rate of return on their investments

and had accurate beliefs about event probabilities (δ = 0) but this was inconsistent with the patterns

shown in Figures 11 and 13. The model only matched the relatively large losses experienced by

Makers once we assumed they were overly optimistic about the option they were backing. We did

not design this over-optimism to be specific to low probabilities, modeling it as an additive error

relative to the true probability, but the implications were that Makers incurred significant average

loss rates on contracts with particularly low probabilities of winning.

The more extreme losses on low-price contracts for Takers also suggest that these traders may

overweight the likelihood of events with small probabilities in a more extreme way than defined

by our additive assumption for Makers. There has been a lot of experimental evidence for the idea

that people overestimate the likelihood of low-probability events, which was formalized as part of

Prospect Theory by Kahneman and Tversky (1979) and it has regularly been cited as a potential

explanation for the favorite-longshot bias exhibited in sports betting.10 We can note that some of the

other explanations for favorite-longshot bias in sports betting settings, such as manipulation of odds

by bookmakers with superior information (as described by Shin, 1991, Levitt, 2004 and Hegarty and

Whelan, 2005) or the combination of disagreement and the specific market structure of pari-mutuel

betting markets (as discussed by Ali, 1977, Ottaviani and Sørensen, 2010 and Gandhi and Ricardo

Serrano-Padial, 2015) do not apply here and yet the bias is still observed.11 It is also interesting that

this bias is evident in Kalshi’s prediction market and not in the previously reported results for the

IEM, which used a single price double auction to match trades.

The design of Kalshi’s platform is likely to particularly encourage those who are highly over-

optimistic to make bad financial decisions. A review of previous research on prediction markets

would tell you that their prices tend to be relatively accurate summaries of the probability of win-

10See Ottaviani and Sørensen (2008) and Snowberg and Wolfers (2008) for two excellent summaries of the theoretical
and empirical literature on the favorite-longshot bias in sports betting markets.

11Bias in pari-mutuel markets due to disagreement can be explained as follows. Suppose there are two competitors, one
of which has a probability of 0.7 of winning and the pari-mutuel operator does not take any money out. Decimal odds of
1
0.7

on the favorite and 1
0.3

on the longshot will equate expected returns on the two bets. Suppose the public is correct in its
median assessment of the probability of the favorite winning. At these prices, half the public would back the favorite and
half would back the longshot. But the pari-mutuel system means this implies equal odds for the two competitors, which
is a contradiction. Equilibrium requires better odds for the favorite than the longshot.
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ning. Someone who believes this would likely conclude that they would lose money on average once

you factor in Kalshi’s fee. And indeed, on average this is correct. Kalshi earns money from commis-

sions and its participants on net lose money. This illustrates a paradox of commercial prediction

markets previously discussed by Whelan (2023): Those with the most accurate views are likely not

to participate.

Those who think their assessment of event probabilities gives them a small “edge” (such as the

over-confident Makers that we modeled above) may think they can earn a positive expected return

but perhaps realize that they are more likely to do so as a Maker rather than a Taker. However, those

who have a high level of over-optimism, and thus believe they have a big edge, may not want to risk

missing out on their expected profits by seeking a better price but then possibly not getting matched.

The market structure thus encourages those who are overly optimistic in their beliefs to lose to those

who are more realistic and the evidence is consistent with there being plenty of people willing to

accept the offers from Makers of cheap contracts at prices that produce terrible returns.

Our discussion so far could be interpreted as suggesting that Makers and Takers are two different

groups of people with different behavioral traits but this isn’t necessarily the case. A person could

have accurate beliefs about one event and believe they can only earn profits as a Maker while also

having less accurate beliefs about another event and believing that it is worth being a Taker rather

than risk not getting matched. However, there may be some behavioral traits that make people more

likely to be Makers than Takers. For example, differences in impatience may explain why some

people want to get their trade placed immediately rather than waiting to see if it gets matched later

at a better price. There may also be differences in people’s views on the complexity of the two roles,

with getting a trade immediately completed seen as having a lower “mental cost” than placing a

limit order that may or may not be filled.

Finally, it is possible that the behavior of Takers (and that of Makers towards low contract prices)

could reflect a risk-loving preference for high-variance bets. This idea has often been suggested as

an explanation of favorite-longshot bias, for example by Quandt (1986) in the context of pari-mutuel

betting markets. More recently, Moskowitz and Vasudevan (2022) present evidence of a favorite-

longshot bias in “moneyline” bets with US sportsbooks and the absence of this bias in bets based on

points spreads. They point to several pieces of evidence suggesting an appetite among some bettors

for high-variance “lottery” type bets may explain this difference.

Unfortunately, we have no information on the identity of the participants in transactions (such as

anonymized ID numbers), so we can’t find out whether some people tend to mainly act as Makers or

mainly act as Takers or whether certain people like to purchase cheap contracts. Given this limitation,

there is little we can do with our data to distinguish between the various interpretations put forward

here.
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6.2. Why Aren’t Biases Competed Away?

An interesting question about our results is why investors have not come in to undercut the profits

made on higher-priced contracts by Makers and thus eliminate the favorite-longshot bias. We have

noted that the rate of return after commission for Makers on contracts costing 50c and over is 1.9%.

This may seem modest when compared with annualized returns on most financial instrument but,

of course, it is not an annualized return. Someone could buy a Kalshi contract a few days before

closing, make profits and then re-invest those profit. So there could be potential for large cumulative

returns. We can point to three potential reasons why this hasn’t happened up to now.

Small Volumes: The first potential reason is the small volumes on Kalshi’s markets. Even its largest-

volume markets are small relative to the kinds of markets that professional investors will typically

be willing to participate in. Table 3 showed average final trading volume in the top decile of Kalshi

markets was only $526,245. And at any point in time, the amount of liquidity available is far smaller:

Notice the relatively small amounts available in the order book for the April CPI shown in Figure

2. This likely means that someone who wanted to invest lots of money as a Maker seeking to buy

high-price contracts may have to post prices that are less advantageous to Makers than the typical

trades that we recorded here. This would further reduce the potential size of investments that could

be made to exploit the bias in prices documented here. Furthermore, some of the attempts to trade

as a Maker would not be matched, again reducing the overall amount actually invested.

Riskiness: The second potential reason is the riskiness of investments in Kalshi contracts. The asym-

metric payoff structure of these contracts means that the standard deviations of returns dwarf the

averages. The standard deviation of the rate of return on contracts bought by Makers costing 50c

and over is 33%. This huge variance may deter many investors from buying these contracts. A

counter-argument is that a strategy of making lots of these investments could rely on the Law of

Large Numbers to essentially guarantee profits with relatively little risk. However, Paul Samuel-

son (1963) famously argued that this idea ran counter to expected utility theory: If you rejected one

gamble, you should also reject two independent versions of the same gamble. Pratt and Zeckhauser

(1987) called this property of rejecting multiple independent gambles that would be rejected on a

standalone basis “proper risk aversion” and demonstrated that this property applied to all power

utility and logarithmic utility functions, i.e. those used in the vast majority of modern financial eco-

nomic theory. It is thus possible that rational investors that have examined Kalshi’s market have

concluded that the positive expected returns for Makers on higher-price contracts represent an ap-

propriate return for the risk taken.

Lack of Information: The third potential reason is that perhaps participants in Kalshi’s markets have
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not been aware of the favorite-longshot bias pattern that we have documented or the evidence for

positive returns for Makers when buying higher-priced contracts. We think it will be interesting to

see if the biases and return patterns that we have reported persist now that they have been publicly

documented or whether they follow the pattern of other financial market anomalies in tending to dis-

appear once they have been publicized (see Zaremba, Umutlub and Maydybura, 2020 and Shanaev

and Ghimire, 2021).

7. Conclusion

This is the first academic paper to present a systematic study of prices on the Kalshi prediction mar-

ket. Originally, we had two separate questions. The first was to check whether Kalshi’s prices could

be considered unbiased probabilistic forecasts of events. The second was to check whether its quote-

driven “Maker-and-Taker” market structure (which differed from the IEM double auction approach

that had previously been the focus of empirical and theoretical research on prediction markets) had

implications for the properties of its prices. We believe our results show that these two questions are

related. Our model, while simple, illustrates how Kalshi’s market microstructure encourages there

to be a favorite-longshot bias and influences the form this takes for both Makers and Takers.

We have also shown that this bias leads to very large loss rates for low-price contracts, particularly

for those who buy these contracts as Takers. We have speculated about the reasons why some of the

participants in Kalshi are willing to buy these contracts but, given the restricted amount of data

available from Kalshi’s API, there are limited options available to explore the various hypotheses.

We do believe, however, that the evidence is consistent with participants who are impatient and

overly optimistic being more likely to enter the market as Takers rather than Makers.

Our results that Makers do better than Takers are consistent with the evidence of Barber et al.

(2009) from Taiwan that investors who make “passive” limit orders at prices below recent trades per-

form better than those who seek to match at higher prices. However, it would perhaps be a mistake

to characterize Makers on Kalshi as passive. While Linnaimaa (2010) notes how stock exchange limit

orders can perform badly in response to news as market orders exploit the news and inflict losses on

those who placed limit orders, it seems likely that Makers on Kalshi are just as active as Takers in

responding to news, canceling and updating their offers based on either good or bad news.

Another question is whether other prediction markets that have similar quote-driven structures

produce the same findings in relation to biases and returns for Makers and Takers. The UK-based Bet-

fair Exchange, while focused mainly on sports and designed around quotes as decimal odds rather

than prices between 1c and 99c, has essentially the same market structure as Kalshi, as does the

crypto-based Polymarket. Both make transaction-level data available and examining such data may

provide a useful comparison for our analysis of Kalshi.
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