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An Analysis of a Rural Hospital’s Investment Decision under 

Different Payment Systems 

Xidong GUO* 

Healthcare payment systems influence to a great extent the hospitals’ investment decision 

and thereby, their ability to treat patients. A payment system is optimal provided it 

incentivises hospitals to undertake an investment level that is appropriate, when 

considering treatment costs, patients’ welfare and the possible externalities generated. In 

this paper I focus on a hospital in a rural community where the frequency of utilisation of 

expensive equipment is possible low, and where patients may incur transfer costs. 

Considering both, a rural and an urban hospital, I identify the first-best investment level 

of a rural hospital and compare it with the investment levels arising from two payment 

systems: The Fee-for-service (FFS) system and the Diagnosis-Related Groups (DRG) 

system. Under the FFS system, the investment only depends on the characteristics of the 

rural hospital while it depends on characteristics of both hospitals under the DRG system. 

I show that the DRG performs better than the FFS system when the rural hospital has a 

lower treatment cost than the urban hospital. When the rural hospital has a higher cost, 

the FFS system is superior when the HA intends to motivate investment. Lastly, I show 

that incorporating location factor into the DRG pricing formula to incentivise the rural 

hospital is effective only when it has a higher treatment cost.  
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1. Introduction 

The financial payments that hospitals receive play an important role in the 

adjustment of medical resources (Kim and McCue, 2008). In particular, a hospital’s 

investment decision and its ability to deliver care, depend on its financial situation 

and on the reimbursement method that applies. The literature has largely 

documented the fact that hospitals who are under financial pressure may reduce 

their investment and/or opt to target specific patients (Ellis and McGuire, 1986; 

Gelijns and Rosenberg, 1994; Castro et al., 2014; Kifmann and Siciliani, 2017). 

More generally, the payment system in place will have an impact on a hospital’s 

investment decision regardless of whether it faces financial distress. 

There are two main reimbursement methods that are used in practice: The 

Fee-for-service (FFS) system and the Diagnosis-Related Group (DRG) payment 

system. The FFS payment system reimburses hospitals according to the actual 

expenses incurred on the services provided. A large literature has shown that 

unnecessary treatments tend to be provided under the FFS system because of 

treatment costs are disregarded (see, for instance, Ellis and McGuire, 1986). 

Therefore, this system is gradually being replaced by the DRG payment system 

which rewards efficiency and reduces medical cost per case. 1  Under the DRG 

payment scheme, the amount of money for each treated patient depends on the 

patient’s particular diagnostic group. The rationale behind the DRG scheme is that 

patients who have similar illnesses are expected to require similar medical 

treatments, and thus incur similar costs (Healthcare Pricing Office, 2015). The 

price per patient is based on the average cost among all participating hospitals 

(World Bank, 2010). 2  The DRG system was first introduced in America for 

Medicare patients in 1983, before being adopted by the UK (1991), Ireland (1991), 

Portugal (2003), France (2004), Germany (2005) and many other European 

countries. A growing number of Asian countries have since applied the DRG 

system also, including Thailand (1998), Japan (2003), and China (2019). Although 

 
1  Please see Busse et al. (2013) for more detailed discussions about the DGR system and its 
implementations in the Europe.  
2 There are some special cases. For example, while the unit DRG price in Norway is only 40% - 60% 
of average cost, hospitals are provided with an extra block grant (Siciliani et al., 2013).  
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the yardstick competition introduced by the DRG payment systems has some 

advantages, it can also incentivise doctors to unnecessarily admit low-cost 

patients (cream-skimming). 3 , 4  It can also lead to up-coding low severity level 

patients, and classify them as high-severity patients for the purpose of extracting 

extra payments.5 

Because the DRG price depends on the average cost of all hospitals, it 

generates a form of yardstick competition. Yardstick competition is a regulatory 

instrument used to award institutes or agents who have a better relative 

performance when originally there was no direct competition between them.6 In 

the context of health provision, while it may seem desirable to reward more 

efficient hospitals, one should also consider some of the specific characteristics of 

certain types of hospitals. In particular, concerns arose surrounding rural 

hospitals’ financial status following the implementations of a DRG system.7  

The medical equipment needed to treat some patients is associated with 

very large fixed costs. For instance, ventilators and Computerized Tomography 

(CT) scanners have been shown to play a vital role during the COVID-19 pandemic 

in terms identifying ground-glass opacity in lungs and saving lives. However, these 

machines are generally prohibitively costly. The resulting benefits that these 

investments generate depends on the number of patients that will be treated 

thanks to such an equipment. On the one hand, one may argue that only urban 

hospitals (who treat a large number of patients) should acquire expensive medical 

resources to make sure that economies of scale render these investments 

profitable.8, 9 However, this argument fails to take the well-being of rural patients 

 
3  See Lazear and Rosen (1981), Laffont and Tirole (1986), and Mayer and Vickers (1996) for 
discussion of payment system considering ranking of performance and contract designing from 
economic theory. 
4  See seminal contributions by Ellis and McGuire (1986), Dranove (1987), O'Dougherty et al. 
(1992), Busse et al. (2013), Kifmann and Siciliani (2017) for distorted behaviors of health 
providers. 
5 See discussion by Dafny (2005), Fang and Gong (2017). 
6 For more about yardstick competition, please refer to Shleifer (1985). 
7 According to Conrad (1994), after the U.S. first applied the DRG system, the Special Committee on 
Aging of the U.S. Congress estimated that the DRG system has a marked negative impact on 
financial situation of rural hospitals in 1988, with about 600 hospitals estimated to be at risk of 
closing. 
8 Many rural hospitals cannot admit enough patients to cover the fixed cost (Scheller-Kreinsen et 
al., 2011; Sun et al., 2016). 
9 According to a report from The New York Times (2020), a $100 Billion financial stimulus package 
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and the positive externalities associated with investment by rural hospitals into 

consideration. The inability for rural hospitals to treat some patients means that 

these must be transferred to urban hospitals, which generates welfare losses (see 

James, 1999; Doeksen et al., 1990; Cole, 2009).10 

This paper assesses the level of investment that a rural hospital should 

undertake accounting for cost efficiency, direct and indirect social benefits to 

patients. It contrasts the first-best level of investment with the ones that the 

hospital undertakes when subjected to distinct reimbursement schemes.  

I consider a three-period model with three stakeholders: the patients 

(urban and rural patients, who can be mildly or severely ill), two hospitals (one 

urban and one rural), and the Health Authority (HA). The HA chooses the payment 

system that it wishes to implement, perfectly anticipating its impact on the rural 

hospital’s incentive to invest and the associated impact on rural patients’ welfare 

and the externalities. These externalities for local communities include job 

opportunities in the local health sector, as well as perceived psycho-social 

perspective. For example, James (1999) mentions that the services provided by 

rural hospitals have both tangible and symbolic roles to rural communities. The 

hospitals differ in their average cost of treating severely ill patients. The “average 

cost” refers to “average treatment cost per patient”. It does not include the costs 

associated land rent, electricity, wages, or expensive medical devices. These are 

not accounted for in the calculation of the DRG price (Hendricks and Cromwell, 

1989). I assume that the cost of treating patients with a low severity of illness is 

the same for both hospitals. However, I make no assumption about the cost of 

treating patients with a severe illness. The possibility that it is lower for rural 

hospitals receives support in Hendricks and Cronmwell (1989) who find that the 

average treatment cost for each Medicare inpatient is higher in urban hospitals 

than in rural hospitals. All urban patients attend the urban hospital. Mildly ill rural 

patients attend the rural hospital and can be treated locally. Some severely ill rural 

 
is provided but generally more concentrated on big urban hospitals; consequently, rural patients 
cannot get proper and timely treatment from local hospitals. Kumar et al. (2020) report a similar 
situation in India. 
10 James (1999) mentions that the services provided by rural hospitals play both a tangible and 
symbolic role in rural communities and Doeksen et al. (1990) state that the closure of rural 
hospitals would damage local communities. 
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patients attend the rural hospital, while the rest attends the urban hospital 

directly. The rural hospital’s ability to cure severely ill patients depends on its 

investment level. The rural patients who cannot be cured locally have to be 

transferred to the urban hospital, which generates a loss in utility. Finally, the HA 

maximises the total surplus accounting for a shadow cost of raising public funds. 

The paper addresses three research questions. Firstly, what is the first-best 

level of investment that a rural hospital should undertake, considering the 

associated impact on rural patients’ welfare and the externality? This equates to a 

situation where a social welfare maximisation planner could directly decide the 

rural hospital’s investment level. Secondly, what levels of investment would a 

rural hospital choose, under the FFS system and under the DRG system? It is 

equivalent to a situation where the social planner can only use payment system to 

incentivise the rural hospital’s investment decision. Lastly, to what extent, should 

the rural hospital be subsidised under a DRG system?11   

The model captures the fact that when the rural hospital increases its 

investment levels, it reduces the number of patients that must be transferred to 

the urban hospital for treatment which generates positive externalities for the 

rural community. Furthermore, in the rural hospital’s evaluation of its investment 

strategy is based on the perfect anticipation of the number of patients that it will 

be able to cure and the number of patients that will have to be transferred. 

Therefore, the model allows me to address a possible endogeneity issue. The 

investment decision impacts the number of patients with severe illness that can 

be treated locally and therefore the average costs on which the payment system is 

based. This, in turn, impacts the revenue of the hospital which determines the 

investment decision. I believe that this approach fully captures the strategic 

dimension associated with investments and thus makes an important 

contribution to the literature.  

The results can be summarised as follows. The welfare analysis shows that 

 
11 An instance is the Medicare in America, which provides rural and urban hospitals with different 
rate (Vogl, 2012). Meanwhile, many European countries such as the UK (Mason et al, 2009), France 
(Langenbrunner and Wiley, 2002), and Germany (Advisory Council on Health Care, 2018) are 
using or considering payment systems containing regional factors. 



6 

 

of the investment undertaken by the rural hospital should increase when the 

transfer cost is high, when the treatment cost of the urban hospital is high, when 

the rural hospital has a lower treatment cost, or when a higher proportion of the 

rural population attends the rural hospital. If the opportunity cost of raising public 

funds increases, then the first-best investment level is higher provided the rural 

hospital has a lower treatment cost. Lastly, the investment level should increase 

when the associated externality on the rural community is large.  

The FFS payment system breaks the yardstick competition so that the 

investment only depends on the characteristics of the rural hospital. The DRG 

system triggers some countervailing incentives. On the one hand, a higher 

investment induces more patients to attend the rural hospital. These patients are 

associated with a profit provided that the rural hospital has a lower average cost 

than the urban one (or a loss in the opposite case). However, the marginal profit 

(or loss) per patient is diminishing with the level of investment. When the 

proportion of severely ill patients is the same for both hospitals, the effect of 

“margin per patient” dominates.  

In the situation where the rural hospital has a lower treatment cost for 

severely ill patients, both payment systems lead to an under-investment relative 

to the first best. Between the two, the DRG payment system leads to a higher total 

welfare because it stimulates investment more than the FFS payment system.  In 

the opposite case, that is when the urban hospital has a lower treatment cost, I 

establish that the FFS system introduces a higher level of investment than the DRG 

system, because of the monetary concerns of the rural hospital manager in the 

latter system. However, the second-best solution is more complicated because it 

depends on the level of the first-best investment. When the first-best investment 

level is very high, the FFS provides a second best as it helps to address systematic 

under-investment issues. By opposition, when the first-best level is very low, the 

DRG system performs better as one must deter the hospital manager from over-

investing. For the first-best level is in between, the outcome is not so clear due to 

the fact that the hospital manager may under-invest or over-invest under the DRG 

system. Lastly, this paper finds that incorporating a location factor into DRG 

pricing to incentivise the rural hospital would be effective only when the rural 
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hospital has a higher treatment cost.  

The relevant literature will be reviewed in Section 2. Section 3 outlines the 

theoretical framework and model. Section 4 focuses on the first-best level of 

investment from a welfare perspective. Section 5 compares the levels of 

investment under the FFS and DRG systems. I discuss the effect of introducing a 

location factor parameter into the DRG system in Section 6. Lastly, Section 7 

concludes and discusses the policy implications.  

 

2. Literature Review 

To date, only a few papers focus on rural hospitals’ investment strategies 

and on the potential welfare effects that these decisions have on patients. It is 

important to recall that investment in medical equipment constitutes a large fixed 

cost. Its profitability is therefore conditional on having a large number of 

patients.12  

There are two distinct strands of literature relevant to this paper. The first 

strand focuses on the investment decisions of hospitals. The second strand studies 

how regional differences and healthcare payment systems affect the quality of 

care. However, with very few exceptions, this second strand of literature has 

ignored the fact that the calculation of DRG price is often based on the average cost 

of hospitals in practice.  

The literature in the first strand acknowledges that the DRG payment 

system affects the investment decision of hospitals but it is still inconclusive about 

the sign of this effect. Gelijns and Rosenberg (1994) find that the DRG scheme may 

reduce the financial incentives for hospitals to use new technologies, because the 

compensation for these sophisticated technology-based services is reduced. 

Castro et al. (2014) test this claim empirically. They find that the DRG scheme 

provides negative incentives for investment in technology equipment, particularly 

in relation to complex and expensive medical devices. Mason et al. (2009) consider 

 
12  Isaacs (2019) shows that one cause of the bankruptcies of rural hospitals is that small 
communities are not able to support the operations at their local rural hospitals. 
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public and private healthcare providers, and show that the prospective payment 

systems (such as the DRG scheme) used in the UK underfunds the hospitals who 

need big investment projects. They also call for further investigation into hospitals’ 

investment costs and compensating those healthcare providers who have 

undertaken major capital projects. A more optimistic view is provided in Lee and 

Rosenman (2013). They consider two types of technologies: quality-enhancing 

and cost-saving. They show that under retrospective payment system (e.g. the FFS 

scheme), no hospital will invest in cost-saving technologies, and not-for-profit 

hospitals will invest in quality-enhancing technologies. However, under 

prospective payment systems (e.g. the DRG scheme), both for-profit and not-for-

profit hospitals will invest in cost-saving technologies and quality-enhancing 

technologies. Levaggi and Moretto (2008) establish that under the DRG system, a 

hospital has an incentive to make investments in the earlier period, provided the 

number of patients being treated in the later period depends on the investment in 

the earlier period. However, if the treatment cost associated with new 

technologies is higher, then this may not be the case. Levaggi et al. (2012; 2014) 

mention an alternative payment system where the reimbursement includes two 

parts: a lump-sum grant and a DRG payment per patient. They find that the societal 

optimum can be achieved by this mixed reimbursement system. However, in their 

model, there is only one representative hospital so that the strategic interaction 

between hospitals who might have different costs is questionable, requiring future 

study.13  

While the importance of rural hospitals is emphasised, they are not the 

focus of this first strand of the literature. Yet, and as argued in the introduction, in 

the case of rural hospitals, the optimal level of investment is not obvious. Hart et 

al. (1990) mention that since the 1980s, many rural hospitals in the US are closing 

down. 14  They recommend using a federal policy to support these hospitals, 

arguing that these small rural hospitals differ intrinsically from other hospitals. 

For example, they typically have lower occupation rates and shorter lengths of 

 
13 For more discussions about investment of hospitals in this stream, please see Baumgardner 
(1991), Weisbrod (1991), Cutler and McClellan (1996), Li and Benton (2003), Selder (2005), Bech 
et al. (2009), Bokhari (2009), Scheller-Kreinsen et al. (2011) and more. 

14 Note that the DRG payment scheme was firstly applied in the US in 1983. 



9 

 

stay, but they have to deal with a high share of Medicare patients and provide vital 

basic services to rural populations. Doeksen et al. (1990) use a simulation model 

of a rural community in Oklahoma to study how the DRG payment system affects 

the rural population. They find that the closure of rural hospitals has a devasting 

negative impact on rural residents’ health and on the economy of the local 

community. Dawson et al. (2001) show that difference between hospitals, or in the 

heterogeneous environments in which they operate, should be considered, using 

a regression analysis to control for teaching status or rural region. Meanwhile, 

they also argue that a policy maker should be prepared to let some hospitals go 

bankrupt as it is only by doing so that the yardstick competition can be effective.15  

The papers in the second strand take regional difference into consideration 

and focus on the quality of care (which can be seen as the improvement in medical 

devices) provided under the DRG payment system. Siciliani et al. (2013) study the 

quality competition in a market with sluggish demand and altruistic providers, 

relying on a Hotelling model.16 They find that in the market where the competition 

is intense, the quality of care will accordingly be high when the healthcare price is 

sufficiently high. However, when the price is lower than unit cost, the quality of 

care will be higher under a less competitive market. Another important 

contribution is that they bring to light the relation between quality of care and 

demand, through the channel of altruism. They state that the quality of care is 

higher for providers with higher demand because the marginal intrinsic benefit 

from quality is greater for such providers. This channel of altruism provides them 

with a higher incentive to improve quality of care for attracting more patients. 

When the demand decreases, the quality of care reduces accordingly. Brekke et al. 

(2016) apply Salop’s model (See Salop (1979)) and study the effect of mobility of 

patients on the quality of healthcare. They consider variation in income across 

regions. They show that under the DRG payment system, a lower non-monetary 

mobility cost (e.g. administrative procedure) has no impact on the welfare of high-

income regions, because all the treatment expenses on external patients will be 

 
15 This point gets support from De Pouvourville (2004), who mentions that the effectiveness of 
yardstick competition among public hospitals in France is questioned because they do not face a 
real threat of bankruptcy owing to their public status.  

16 Please see Hotelling (1929) for details of Hotelling model. 
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fully paid by their home region. However, a lower non-monetary mobility cost 

does have a negative effect on the quality of care in mid-income and low-income 

regions, because fewer patients attending the local hospitals makes the 

improvement in quality less worthwhile. If the co-payment (the portion of 

treatment cost borne by patients) for external healthcare service reduces, it will 

positively affect the local quality of care in both mid-income and low-income 

regions. The reason is that the local governments want patients to be treated 

locally rather than having to incur the expense of transferring them elsewhere. 

Many existing theoretical papers, including the two papers referred to in 

the preceding section (Siciliani et al., 2013; Brekke et al. 2016),  adopt the standard 

assumption in the literature and consider the DRG price as given. 17  In most 

countries however, the DRG price is endogenously determined by the average cost 

of all hospitals. To the best of my knowledge, there are only two notable 

exceptions in the literature which consider this possibility. The first is 

Hafsteinsdottir and Siciliani (2010). The most remarkable contribution of this 

paper is that they consider the average treatment cost as the determinant of DRG 

price, which is consistent with actual practice. They analyse two possible DRG 

payment systems, the first of which is “the unrefined DRG system” where the DRG 

price is the same for any given illness, regardless of the treatment method. The 

second system is “the refined DRG system”, where the DRG price differs between 

surgical and medical treatments. 18  They establish that under the refined DRG 

payment system, hospitals are incentivised to over-provide high-intensity 

treatments. Under an unrefined DRG payment system, whether hospitals over-

provide intense treatments depends on other factors such as the altruism level 

and the opportunity cost of public funds. The second exception is Bisceglia et al. 

(2018), who consider the issue of setting an appropriate DRG price in a context 

where the health authority perfectly anticipates the behaviour of health providers. 

They consider two scenarios: one is a decentralised situation where there are 

 
17 For example, Levaggi and Moretto (2008) and more. 
18  As mentioned, different hospitals may treat different types of patients. For example, some 
medical centres are taking care of mostly severely ill patients. Therefore, there is support for a DRG 
system refined by severity of illness (or complexity) to guarantee the admission of patients with 
complex needs (See Bojke et al. (2018)).  
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many regional regulators. The other situation is centralised where there is only 

one central government. They use Salop’s model, and find that when there is a 

centralised HA who can set DRG prices at regional level, then the higher DRG price 

should be awarded to the region with more efficient hospitals. The authors argue 

that the reason behind this is that for these more efficient providers, it is cost-

efficient to let them treat more patients with a higher quality of care. Rewarding 

them with a higher DRG price can motivate them to do so. They argue that their 

finding is opposite to what occurs in practice, where normally the average 

treatment cost is higher in regions with less efficient hospitals, resulting a higher 

DRG price.  

This paper adds to the work of Hafsteinsdottir and Siciliani (2010), based 

on suggestions from their paper. Firstly, I consider an endogenously determined 

DRG price based on the average treatment cost of hospitals. However, I relax one 

their assumption that hospitals are identical. In my model, hospitals differ in their 

treatment costs so that a strategic interaction incorporated. Moreover, I restrict 

the attention to a situation where we have two representative hospitals as 

opposed to considering an infinite number of hospitals. This emphasises even 

more the strategic issues associated with the investment decision. This paper also 

builds on the work of Bisceglia et al. (2018) by considering the general setting 

used in their paper, and expanding its scope as follows. This paper pays more 

attention to the welfare of rural residents. In other words, patients who cannot be 

cured locally experience an unambiguously negative welfare because they have to 

be transferred. Secondly, I allow for the rural hospital to be either more or less 

cost-efficient than the urban one. The results show that this distinction can lead to 

very different policy implications.  

 

3. Model 

I consider a setting with two hospitals who provide healthcare to patients 

who are either mildly ill or severely ill. The treatment costs are reimbursed via a 

payment system that is implemented by the central HA. The patients reside in one 

of two locations: an urban area and a rural area. The rural population is small 
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relative to the urban population. I normalise the number of rural patients to 1 and 

let 𝑄 > 1 denote the number of urban patients.  

There is a hospital in each region. The rural patients are such that a 

proportion 𝛼 ∈ [0,1] are severely ill while (1 − 𝛼) have a mild illness. There are a 

proportion 𝛽 ∈ [0,1]  of urban patients who are severely ill and a proportion 

(1 − 𝛽) who are mildly ill. Both hospitals have the ability to cure all of mildly ill 

patients. The urban hospital can also treat all severely ill patients. But the rural 

hospital can only cure a proportion 𝑞(𝐼) of the severely ill patients, where 𝑞(𝐼) ∈

[0,1]  is increasing and concave in 𝐼 . This proportion depends on the level of 

investment 𝐼 > 0 , that the rural hospital undertakes. This assumption is 

motivated considering that local regions have some autonomy enabling them to 

decide on their hospitals’ investment. I assume that 𝑞(0) = 0 , lim
𝐼→∞

𝑞(𝐼) = 1 , 

𝑞′(0) = 1, lim
𝐼→∞

𝑞′(𝐼) = 0.19 The severely ill patients who cannot be treated in the 

rural hospital are transferred to the urban hospital.  

The medical services for mild illnesses provided by the two hospitals are 

known to be perfect substitutes and patients are aware of their level of illness. 

Therefore, rural patients with a mild illness systematically seek treatment locally. 

The provision of care for sever illness is not necessarily believed to be identical in 

both hospitals. As a result, some of the rural patients who are severely ill believe 

that the urban hospital has better facilities and will directly seek treatment in the 

urban hospital, while a proportion 𝑝 will attend the rural hospital. This proportion 

𝑝 is exogenous.20 The severely ill rural patients who decide to attend the local 

hospital can be cured with probability 𝑞(𝐼) . Table 1 below summarises the 

partition of patients. 

 

 
19 In this paper, cure rate refers to the probability of being cured if one patient attends a hospital. 
The cure rate of the rural hospital for severely ill rural patients is captured by 𝑞(𝐼). 
20 For example, it may be determined by patients’ preferences of being treated locally, and the 
contracted hospitals from their private health insurance (for discussion about the determinants of 
bypass behaviours of rural patients, please see Radcliff et al., 2003). It can also be interpreted that 
patients’ choice in response to quality of care is sluggish in the short term (for discussion about 
sluggish demand, please see Siciliani et al., 2013). 
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 Low severity illness High severity illness 

Cured in the 

rural hospital 

1 − 𝛼 𝛼𝑝𝑞(𝐼) 

Cured in the 

urban hospital 

(1 − 𝛽)𝑄 𝛼(1 − 𝑝) + 𝛼𝑝(1 − 𝑞(𝐼)) + 𝛽𝑄 

Table 1: Distribution of patients in each hospital based on the severity of illness 

All patients value the access to care 𝑣 > 0, which is independent from their 

severity of illness. In other words, 𝑣 captures patient’s utility from recovery. The 

severely ill rural patients who decide to attend the urban hospital directly incur a 

travel cost  𝑡 > 0, which captures possible out-of-pocket expenses.21  The severely 

ill rural patients who must be transferred to the urban hospital incur a transfer 

cost 𝑇 > 0 capturing the disutility that they suffer. We assume that 𝑣 > 𝑡, and 𝑣 >

𝑇 meaning that the benefits of being cured always surpasses the costs.  

The presence of a hospital in an urban area is, rightly so, taken for granted. 

The accessibility of care in a rural area is tends to be valued by patients living in 

remote areas as there is some understanding that such provision is not always 

commonplace. Therefore, I consider the medical services provided by the rural 

hospital generate positive externalities (captured by 𝛾) to the rural patients who 

are treated locally. The externalities can be relevant to economy such as more job 

opportunities in the local health sector, also it can reflect the benefits from the 

psycho-social perspective. For example, James (1999) mentions that the services 

provided by rural hospitals have both tangible and symbolic roles to rural 

communities. Because hospitals are publicly owned, this positive externality is 

valued by the rural hospital manager, as well as by the central HA.  

The rural hospital receives a reimbursement for the healthcare provided 

 
21 Some country will cover the travel cost of patients such as Norway. So 𝑡 here refers the disutility 
of not being cured locally. 
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which depends on the payment scheme in place. Under the FFS scheme, all the 

costs are reimbursed. Under the DRG scheme, the rural hospital gets a DRG 

payment per treated patient which is based on some calculations of an average 

cost of treating patients considering costs from both hospitals. The details of how 

the DRG price is calculated are provided in Section 5.2. Let 𝑐𝐿 denote the cost of 

treating mildly ill patients, which is the same for both hospitals. Let 𝜇𝑐𝐿 , where 

𝜇 > 1, denote the treatment cost per severely ill patient for the urban hospital. 

Finally, let 𝜌𝑐𝐿, where 𝜌 > 1,  denote the cost of treating a severely ill patient for 

the rural hospital. We allow either 𝜇 ≥ 𝜌  or 𝜇 < 𝜌  because the literature is 

inconclusive as to which type of hospital faces a lower treatment cost per 

patient. 22  For tractability, I consider the treatment costs of hospitals are 

exogenous, which are irrelevant to the payment system in place.   

I consider that decisions by the HA and the rural hospital are taken 

sequentially. More specifically, the timing that I consider is as follows: 

T=1: The HA announces the payment system it will use (the FFS system or the DRG 

system). 

T=2: The rural hospital’s manager selects an investment level that maximises the 

hospital’s profits and the potential externality. 

T=3: Patients are treated either locally or not.  

I solve for a sub-game Nash equilibrium which is characterised such that the 
outcomes of the future periods are perfectly anticipated. 

 

4. The First-best Investment Level 

In this section, I characterise the investment level that maximises the 

overall social welfare (i.e. the total surplus, TS). The total surplus is the sum of the 

surplus for all patients (consumer surplus, CS), the hospital’s profits and the 

externalities generated by the rural hospital (producer surplus, PS). I consider that 

 
22 See the discussions from: Posnett (2002); Modern Healthcare (2007); Health Resources and 
Services Administration (2017); OECD and WHO (2019); Sheaff et al. (2020). 
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there is an opportunity cost of raising public funds which are raised to pay for the 

treatment costs. This shadow cost is captured via a parameter 𝜆 ≥ 1. Overall, we 

have 

𝑇𝑆 = 𝐶𝑆 + 𝑃𝑆 − 𝜆𝑇𝐶, 

where overall consumer surplus is given by 

𝐶𝑆 = 𝑣(𝑄 + 1) − 𝑡𝛼(1 − 𝑝) − 𝛼𝑝𝑇(1 − 𝑞(𝐼)), 

and 

𝑃𝑆 = 𝛾[1 − 𝛼 + 𝛼𝑝𝑞(𝐼)] − 𝐼, 

and finally, the treatment cost TC is given by: 

𝑇𝐶 = 𝑐𝐿[(1 − 𝛼) + (1 − 𝛽)𝑄] + 𝜌𝑐𝐿𝛼𝑝𝑞(𝐼)

+ 𝜇𝑐𝐿[𝛼(1 − 𝑝) + 𝛼𝑝(1 − 𝑞(𝐼)) + 𝛽𝑄]. 

 

Firstly, let us focus on the expression for CS. The first term captures the 

welfare to patients from accessing healthcare. The second term is the cost 

incurred by severely ill rural patients who decide to travel to the urban hospital. 

The last term is the cost associated with patients who must be transferred. The 

effect of investment on the consumer surplus can be derived as 
𝑑𝐶𝑆

𝑑𝐼
= 𝛼𝑝𝑞′(𝐼)𝑇 ≥

0. It shows the consumer surplus is non-decreasing with the investment level 

because of the transfer cost saved by the increased cure rate.  

Now, let us consider PS. Because healthcare reimbursement is a monetary 

transfer between two parties (hospitals and the central HA), the treatment costs 

do not appear in the expression of PS (they are however subject to the shadow 

cost). Therefore, PS only accounts for the externalities experienced by the patients 

who are treated locally from which we deduct the investment. The effect of 

investment on the PS is that 
𝑑𝑃𝑆

𝑑𝐼
= 𝛾𝛼𝑝𝑞′(𝐼) − 1, and the sign is unclear.  

Finally, the total of the treatment costs is calculated using Table 1 above. 
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The effect of investment on the treatment cost is 
𝑑𝑇𝐶

𝑑𝐼
= −𝛼𝑝𝑐𝐿(𝜇 − 𝜌)𝑞′(𝐼), which 

captures the saving (or cost, depends on the value of 𝜌 and 𝜇) that arises when a 

patient is cured in the rural hospital rather than in the urban hospital. When the 

rural hospital has a higher cost and 𝜇 − 𝜌 < 0 , the sign of 
𝑑𝑇𝐶

𝑑𝐼
 is positive. It is 

because a higher level of investment will make the rural hospital treat more 

patients with a relative higher treatment cost. When the rural hospital has a lower 

cost and 𝜇 − 𝜌 > 0, the sign of 
𝑑𝑇𝐶

𝑑𝐼
 is negative.  

 

Proposition 1:  

Let 𝛾𝐹𝐵 =
1

𝛼𝑝
− [𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿] > 0.  The first-best investment level 𝐼𝐹𝐵  is 

characterised as follows. 

1) 𝐼𝐹𝐵 = 0, when the externalities are such that 𝛾 ≤ 𝛾𝐹𝐵; 

2) 𝐼𝐹𝐵 > 0  solves 𝑞′(𝐼𝐹𝐵) =
1

𝛼𝑝[(𝑇+𝛾)+𝜆𝑐𝐿(𝜇−𝜌)]
, when the externalities are high so 

that 𝛾 > 𝛾𝐹𝐵 . 

Proof: see Appendix. 

 Proposition 1 establishes that the externalities experienced by rural 

patients treated locally must be high enough to warrant a positive investment. 

Define the term [𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿] as the “direct social benefits from being treated 

locally”. One can note that when the direct social benefits are large, the threshold 

of externality decreases. The intuition is that, considering a huge direct social 

benefit, the central HA would like the rural hospital to invest even the externality 

level is low. Therefore, the direct social benefits and externality are substitutes 

when it comes to the first-best investment level.  
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Lemma 1:  

When positive, the first-best level of investment 𝐼𝐹𝐵 increases with transfer cost (𝑇), 

the externality (𝛾), the treatment cost of the urban hospital (𝜇) , the number of 

severely ill rural patients directly attending the local hospital (𝛼𝑝). It decreases with 

the treatment cost of the rural hospital (𝜌). If the rural hospital has a lower cost of 

treating sever illness (𝜇 − 𝜌 > 0), then the first-best investment level increases with 

the raising fund cost parameter (𝜆); otherwise, it decreases with 𝜆. 

Proof: see Appendix. 

 

The comparative statics provide some insights as to when the rural 

hospital should invest. Firstly, from monetary perspective, a higher investment 

reduces the frequency with which when the transfer cost (𝑇) is paid. This is even 

more beneficial when the treatment cost of the urban hospital (𝜇) is high, or when 

the rural hospital has a lower treatment cost (𝜌) . The investment is more 

worthwhile when a large rural population (𝛼𝑝)  attend the local hospital. In 

relation to the funds that need to be raised captured via the cost parameter 𝜆, the 

benefit of the investment depends on which hospital has a lower treatment cost: 

if the rural hospital has a lower cost that 𝜇 − 𝜌 > 0, a higher level of 𝜆 calls for a 

higher 𝐼𝐹𝐵. This is so because more patients should be treated in the rural hospital 

which is cost-wise. If the rural hospital has a higher cost, then it is more cost-

efficient to decrease the investment level such that letting the urban hospital 

treats more patients. Finally, the investment level should increase when 

externalities increase (as captured via 𝛾) which is quite intuitive.  

 

5. The FFS Scheme vs. The DRG Scheme 

In this section, I consider a decentralised situation where the central HA 

uses a payment system to incentivise the rural hospital manager to invest. 

Particularly, I compare the investment levels produced by two payment systems: 

the FFS payment system and the DRG payment system.  
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5.1 The Fee-for-service (FFS) Payment System 

Under the FFS system, the central HA fully reimburses the costs incurred 

in each hospital. Therefore, the rural hospital manager decides on the investment 

level maximising the following payoffs: 

Π(𝐼) = 𝛾[1 − 𝛼 + 𝛼𝑝𝑞(𝐼)] − 𝐼 = 𝑃𝑆, 

where PS is given above. 

 

Proposition 2:  

Let 𝛾𝐹𝐹𝑆 =
1

𝛼𝑝
> 0. Under the FFS system, the rural hospital invests 𝐼𝐹𝐹𝑆 such that: 

1) 𝐼𝐹𝐹𝑆 = 0, if externalities are low and 𝛾 ≤ 𝛾𝐹𝐹𝑆; 

2) 𝐼𝐹𝐹𝑆 > 0 such that 𝛾𝛼𝑝𝑞′(𝐼𝐹𝐹𝑆) = 1, if externalities are high and 𝛾 > 𝛾𝐹𝐹𝑆. 

Proof: see Appendix. 

 

Under the FFS system the investment level undertaken by the rural 

hospital only depends on the externality 𝛾 and on the number of severely ill rural 

patients who attend the rural hospital (𝛼𝑝). Given the number of treated patients 

in the rural hospital, a higher level of externality incentivises the rural hospital 

manager to invest more. Meanwhile, given the level of externality, as a larger 

number of patients choose the rural hospital the rural hospital manager invests 

more. Note the “direct social benefits” [𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿] no longer matter.  

Notice as well that the FFS system would be equivalent to a DRG system 

refined completely by region.23 The reason is that there is only one representative 

 
23 The DRG refined by region payment system is that, hospitals only compete with other hospitals 
according to their locations, e.g. a rural hospital only competes with other rural hospitals. Thus, 
this system provides DRG prices to the rural hospital and the urban hospital separately. 
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rural hospital in the model.  

 

5.2 The DRG system 

Under the DRG payment system, the central HA sets the DRG prices 

considering patients’ severity of illness (SOI). I refer to “DRG” to capture this 

system. For each mildly ill patient, the two hospitals get the same DRG price 𝑘𝐿 , 

because they have the same cost so that 𝑘𝐿 = 𝑐𝐿 . For each severely ill patient, the 

DRG price 𝑘𝐻 is based on the calculation of the overall average cost:  

𝑘𝐻 =
𝜌𝑐𝐿𝛼𝑝𝑞(𝐼) + 𝜇𝑐𝐿[𝛼(1 − 𝑝) + 𝛼𝑝(1 − 𝑞(𝐼)) + 𝛽𝑄]

𝛼 + 𝛽𝑄
. 

Let us define the margin per severely ill patient for the rural hospital as 

𝑀(𝐼) = 𝑘𝐻 − 𝜌𝑐𝐿 = 𝑐𝐿(𝜇 − 𝜌)
𝛼 − 𝛼𝑝𝑞(𝐼) + 𝛽𝑄

𝛼 + 𝛽𝑄
. 

We have 𝑀(0) = 𝑐𝐿(𝜇 − 𝜌).  The first derivative of margin is given by 𝑀′(𝐼) =

−𝑐𝐿(𝜇 − 𝜌)
𝛼𝑝𝑞′(𝐼)

𝛼+𝛽𝑄
, so we also have lim

𝐼→∞
𝑀′(𝐼) = 0,  and 𝑀′(0) = −𝑐𝐿(𝜇 − 𝜌)

𝛼𝑝

𝛼+𝛽𝑄
. 

Furthermore, let �̃� = 𝑐𝐿(𝜇 − 𝜌)
𝛼−𝛼𝑝+𝛽𝑄

𝛼+𝛽𝑄
. 

 

Lemma 2:  

If 𝜇 − 𝜌 > 0 , the margin 𝑀(𝐼)  is positive, decreasing and convex and such that 

𝑀(𝐼) > 0, 𝑀′(𝐼) < 0, 𝑀′′(𝐼) > 0, and 𝑙𝑖𝑚
𝐼→∞

𝑀(𝐼) = �̃� > 0;  

If 𝜇 − 𝜌 < 0, the margin 𝑀(𝐼) is negative, increasing and concave and such that 

𝑀(𝐼) < 0, 𝑀′(𝐼) > 0, 𝑀′′(𝐼) < 0and 𝑙𝑖𝑚
𝐼→∞

𝑀(𝐼) = �̃� < 0.  

Proof: see Appendix. 
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Lemma 2 illustrates a strategic dimension that emerges when the rural 

hospital adjusts its investment level when subjected to a DRG price. In a market 

where there are few healthcare providers, hospitals can manipulate the DRG price 

and consequently their margins, by adjusting their investment behaviours.  

When the rural hospital has a lower cost of treating a severely ill patient, 

each additional severely ill patient is associated with a positive margin. However, 

this margin per patient decreases as the investment increases. The reason is that 

more rural patients can be cured in the rural hospital as the investment increases. 

Therefore, the DRG price is calculated putting more weight on the rural hospital’s 

cost and it becomes less advantageous. Thus, a trade-off emerges: under a low 

investment level, each patient is associated with a large margin, but under a high 

investment level the margin per patient is low as more patients attend the rural 

hospital.  

When the rural hospital has a higher cost of treating a severely ill patient, 

a higher investment level reduces the negative margin that it gets for each extra 

patient that it treats. A low level of investment induces fewer patients to attend 

the hospital but the negative margin per patient is large.  Figure 1 below illustrates 

the trade-off that faced by the rural hospital manager.  

 

Figure 1: The Absolute Value of Margin Declines in Investment 

Note: We let 𝑝(𝐼) =
𝐼

1+𝐼
 and 𝛼 = 0.5, 𝑝 = 0.9, 𝑐𝐿 = 1, 𝑄 = 1.1. The margin is positive and decreasing 

in 𝐼 when 𝜇 − 𝜌 > 0. It is negative and increasing in 𝐼 when 𝜇 − 𝜌 < 0. 
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Because all mildly ill patients will be reimbursed by actual cost, the rural 

hospital manager maximises their payoff under DRG system considering the 

externality, the monetary profit of severely ill patients, and the investment cost. 

The pay-off function is given by 

Π(𝐼) = 𝛾[1 − 𝛼 + 𝛼𝑝𝑞(𝐼)] + 𝑀(𝐼)𝛼𝑝𝑞(𝐼) − 𝐼. 

Sadly, the concavity of  Π(𝐼)  is subject to certain conditions and 

comparisons are difficult to assess. Thus, for tractability, I pursue the analysis 

under two assumptions which ensure that the payoff is concave in 𝐼 and enable 

me to compare the outcomes.  

Assumption 1: The proportion of severely ill patients is the same for both the 

urban area and the rural area such that 𝛼 = 𝛽.  

This assumption is helpful to simplify the comparison of investment levels 

induced by different payment systems.  

Assumption 2: The population in the urban area is sufficiently high relative to the 

rural population (captured by 𝑄) such that 𝑞′′(𝐼𝐷𝑅𝐺) −
2𝛼2𝑝2𝑐𝐿(𝜇−𝜌)

𝛼+𝛼𝑄
[𝑞′(𝐼𝐷𝑅𝐺)]3 <

0.  

This second assumption guarantees the concavity of the payoff function in the 

below Proposition 3.  

 

Proposition 3: 

Let 𝛾𝐷𝑅𝐺 =
1

𝛼𝑝
− 𝑐𝐿(𝜇 − 𝜌).The investment level under the DRG system 𝐼𝐷𝑅𝐺is such 

that 

1) 𝐼𝐷𝑅𝐺 = 0, if externalities are low and 𝛾 ≤ 𝛾𝐷𝑅𝐺; 

2) 𝐼𝐷𝑅𝐺 > 0 such that  
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𝛾𝛼𝑝𝑞′(𝐼𝐷𝑅𝐺) − 1 = −
𝛼𝑝𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛼𝑄
𝑞′(𝐼𝐷𝑅𝐺)[−2𝛼𝑝𝑞(𝐼𝐷𝑅𝐺) + 𝛼 + 𝛼𝑄], 

 if externalities are high and 𝛾 > 𝛾𝐷𝑅𝐺. 

Proof: see Appendix. 

 

Once again, a higher externality motivates the rural hospital manager to 

invest. Moreover, the threshold of externality level 𝛾𝐷𝑅𝐺 depends on the relative 

treatment cost between the rural hospital and the urban hospital. In particular, if 

the rural hospital has a lower cost than its urban competitor, then the threshold 

𝛾𝐷𝑅𝐺 is lower. The reason is straightforward: considering the patients treated in 

the rural hospital are associated a positive margin which motivates the rural 

hospital manager to invest although the externality level is low. Similarly, when 

the rural hospital has a higher cost, the threshold 𝛾𝐷𝑅𝐺 would be higher. 

5.3 Comparisons  

In above subsection 5.1 and subsection 5.2, I establish that the FFS 

payment system and the DRG system incentivise the investment undertaken by 

the rural hospital in different ways. In this subsection, I will compare the 

investment levels resulting from the two systems.  

Before we take the first-best level into consideration, I firstly compare the 

investment levels produced by the FFS system (captured by 𝐼𝐹𝐹𝑆 ) to the DRG 

system (captured by 𝐼𝐷𝑅𝐺 ). If only system produces a corner solution, it is 

straightforward that the other system leads to a higher investment level; 

meanwhile, if both systems produce corner solutions, then investment levels are 

the same (both at zero). Thus, the following Proposition 4 addresses a question 

that, which system produces a higher investment, when the externality level is 

sufficient large such that there are interior solutions under both systems (𝐼𝐹𝐹𝑆 >

0 and 𝐼𝐷𝑅𝐺 > 0). 
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Proposition 4:  

For any 𝛾 >
1

𝛼𝑝
 under the situation where 𝜇 − 𝜌 > 0, or for any 𝛾 >

1

𝛼𝑝
− 𝑐𝐿( 𝜇 − 𝜌) 

under the situation where 𝜇 − 𝜌 < 0, we have 

1) 𝐼𝐹𝐹𝑆 < 𝐼𝐷𝑅𝐺 , if 𝑀′(𝐼𝐷𝑅𝐺)𝑞(𝐼𝐷𝑅𝐺) + 𝑀(𝐼𝐷𝑅𝐺)𝑞′(𝐼𝐷𝑅𝐺) > 0. 

2) 𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 , if 𝑀′(𝐼𝐷𝑅𝐺)𝑞(𝐼𝐷𝑅𝐺) + 𝑀(𝐼𝐷𝑅𝐺)𝑞′(𝐼𝐷𝑅𝐺) < 0. 

In particular, if the proportion of severely ill patients is the same for both rural area 

and urban area (𝛼 = 𝛽), we have  

1) 𝐼𝐹𝐹𝑆 < 𝐼𝐷𝑅𝐺 , if 𝜇 − 𝜌 > 0. 

2) 𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 , if 𝜇 − 𝜌 < 0. 

Proof: see Appendix. 

 

As explained in Proposition 3, the rural hospital faces a trade-off when 

setting its investment level under the DRG system and consider the “margin per 

patient” and the “number of patients”. This trade-off is important for determining 

whether the rural hospital invests at a higher level under DRG payment system. In 

the scenario where the rural hospital has a higher cost (𝜇 − 𝜌 < 0), the margin per 

patient is always negative but this loss per patient will be diminishing with the 

increase of the investment. If the benefits of curing more patients is greater than 

the cost, that is if 𝑀′(𝐼𝐷𝑅𝐺)𝑞(𝐼𝐷𝑅𝐺) + 𝑀(𝐼𝐷𝑅𝐺)𝑞′(𝐼𝐷𝑅𝐺) > 0, the rural hospital will 

invest a higher level under DRG system. On the other hand, in the scenario where 

𝜇 − 𝜌 > 0, the margin per patient is always positive but this profit per patient will 

be diminishing with the increase of the investment. Thus, it also ends with the 

trade-off between the “margin per patient” and the “number of patients”. 

When 𝛼 = 𝛽 , the impact of the “margin per patient” always dominates. 

Therefore, if the rural hospital has a cost advantage, it will invest at a higher level 

when under the DRG system; if the rural hospital has a cost disadvantage, it will 

invest at a higher level when under the FFS system.  
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 Now we move to the key part of this paper: which payment system could 

incentivise the rural hospital manager to invest a level closer to the first-best level?  

 

Case 1 (𝝁 − 𝝆 > 𝟎): 

 In this Case 1, the fact that 𝜇 − 𝜌 > 0 gives us 𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺 < 𝛾𝐹𝐹𝑆 . These 

thresholds divide the levels of externality into four regions, which are shown as 

Figure 2 below.  

 

 

Figure 2: The externality levels and the investment thresholds for Case 1 

 

Proposition 5:  

In the Region 1.1 where the externality is very low such that 𝛾 < 𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺 < 𝛾𝐹𝐹𝑆, 

we have 𝐼𝐹𝐵 = 𝐼𝐹𝐹𝑆 = 𝐼𝐷𝑅𝐺 = 0. 

In the Region 1.2 where the externality is relatively low such that 𝛾𝐹𝐵 < 𝛾 < 𝛾𝐷𝑅𝐺 <

𝛾𝐹𝐹𝑆, we have 𝐼𝐹𝐵 > 0 and 𝐼𝐹𝐹𝑆 = 𝐼𝐷𝑅𝐺 = 0. 

In the Region 1.3 where the externality is relatively high such that 𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺 <

𝛾 < 𝛾𝐹𝐹𝑆, we have 𝐼𝐹𝐵 > 𝐼𝐷𝑅𝐺 > 0 and 𝐼𝐹𝐹𝑆 = 0. 

In the Region 1.4 where the externality is very high such that 𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺 < 𝛾𝐹𝐹𝑆 <

𝛾, we have 𝐼𝐹𝐵 > 𝐼𝐷𝑅𝐺 > 𝐼𝐹𝐹𝑆 > 0.  

Proof: see Appendix. 

 

A very low level of externality (Region 1.1) aligns the objective of the 

central HA and the rural hospital manager: the investment is not worthwhile. 
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However, as the externality starts to increase, the interest of the HA and the 

hospital manager diverge. For a relatively low externality level which falls in the 

Region 1.2, the central HA would like a positive investment 𝐼𝐹𝐵 > 0. However, this 

level is still not large enough to incentivise the rural hospital manager to invest 

under any payment systems (shown in Figure 2.2). In the Region 1.3, the 

increasing level of externality motivates the investment level under the DRG 

system only because the rural hospital could make some positive profits from 

treating more patients by investment. In this case, the first-best level is still higher 

than the level introduced by the DRG system (shown in Figure 2.3). In the last 

Region 1.4 where the externality is very high, we have 𝐼𝐹𝐵 > 𝐼𝐷𝑅𝐺 > 𝐼𝐹𝐹𝑆 > 0 

(shown in Figure 2.4).  

 

  

Figure 2.1    Figure 2.2 

 

 

Figure 2.3    Figure 2.4 

 

In the situation where the rural hospital has a lower treatment cost for 

severely ill patients, both payment systems lead to an under-investment relative 

to the first best. Between the two, the DRG payment system leads to a higher total 

welfare because it stimulates investment more than the FFS payment system.   
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Case 2 (𝝁 − 𝝆 < 𝟎): 

Now we move to the other scenario where the rural hospital has a higher 

treatment cost. Recall that the threshold of externality for the first best level is 

𝛾𝐹𝐵 =
1

𝛼𝑝
− [𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿]; the threshold under the FFS system is 𝛾𝐹𝐹𝑆 =

1

𝛼𝑝
; 

and under the DRG system is 𝛾𝐷𝑅𝐺 =
1

𝛼𝑝
− 𝑐𝐿(𝜇 − 𝜌). It is clear that 𝛾𝐷𝑅𝐺 > 𝛾𝐹𝐹𝑆 

as 𝜇 − 𝜌 < 0. However, the location of 𝛾𝐹𝐵 is ambiguous because it depends on the 

direct net social benefits (transfer cost 𝑇 and the shadow cost of public funds 𝜆). 

Figure 3 illustrates the three possible sub-cases that can arise: Subcase 2.1 arise 

when 𝑇 is large and 𝜆 is low and has  𝛾𝐹𝐵 < 𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺 . Subcase 2.2 has 𝛾𝐹𝐹𝑆 <

𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺 . Finally, Subcase 2.3 arises when 𝑇  is low and 𝜆  is large and has  

𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺 < 𝛾𝐹𝐵. I will discuss these three subcases one by one. 

 

Figure 3: Three possible sub-cases when under Case 2 

 

 

Subcase 2.1 where 𝜸𝑭𝑩 < 𝜸𝑭𝑭𝑺 < 𝜸𝑫𝑹𝑮: 

Note that in this Subcase 2.1, we have the “direct social benefits” (captured 

by 𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿) is positive, while the rural hospital’s financial concerns under 

the DRG system (captured by 𝑐𝐿(𝜇 − 𝜌)) is negative, such that 𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿 >

0 > 𝑐𝐿(𝜇 − 𝜌). In other words, this Subcase 2.1 could occur when the transfer cost 

is very large, or/and the shadow cost of public funds is small. These exogenous 

variables make the investment be very demanded for the central HA: a higher level 

of investment saves the transfer cost of patients; although the cost of rural hospital 

is higher, the shadow cost parameter is low. 
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Figure 4: The externality levels and the investment thresholds for Subcase 2.1 

 

 

Proposition 6:  

Consider the Subcase 2.1 where 𝜇 − 𝜌 < 0 and 𝛾𝐹𝐵 < 𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺: 

In the Region 2.11 where the externality is very low such that 𝛾 < 𝛾𝐹𝐵 < 𝛾𝐹𝐹𝑆 <

𝛾𝐷𝑅𝐺, we have 𝐼𝐹𝐵 = 𝐼𝐹𝐹𝑆 = 𝐼𝐷𝑅𝐺 = 0. 

In the Region 2.12 where the externality is relatively low such that 𝛾𝐹𝐵 <  𝛾 <

𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺, we have 𝐼𝐹𝐵 > 0 and 𝐼𝐹𝐹𝑆 = 𝐼𝐷𝑅𝐺 = 0. 

In the Region 2.13 where the externality is relatively high such that 𝛾𝐹𝐵 < 𝛾𝐹𝐹𝑆 <

𝛾 < 𝛾𝐷𝑅𝐺 , we have 𝐼𝐹𝐵 > 𝐼𝐹𝐹𝑆 > 0 and 𝐼𝐷𝑅𝐺 = 0. 

In the Region 2.14 where the externality is very high such that 𝛾𝐹𝐵 < 𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺 <

 𝛾, we have 𝐼𝐹𝐵 > 𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 > 0.  

Proof: see Appendix. 

 

This Subcase 2.1 is very similar to the one depicted in Case 1 in that there 

is systematic under-investment under each of the payment schemes. However, by 

opposition to what we established before, the FFS system performs better than 

the DRG system as it leads to larger investments (shown in Figure 4.1 to Figure 4.4 

below). 
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Figure 4.1    Figure 4.2 

 

Figure 4.3    Figure 4.4 

 

 

Subcase 2.2 where 𝜸𝑭𝑭𝑺 < 𝜸𝑭𝑩 < 𝜸𝑫𝑹𝑮: 

Note that this Subcase 2.2 could occur when the “direct social benefits” 

(captured by 𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿 ) is negative. In this case, Figure 5 represents the 

relevant regions we must consider. 

 

Figure 5: The externality levels and the investment thresholds for Subcase 2.2 

 

Proposition 7:  

Consider the Subcase 2.2 where 𝜇 − 𝜌 < 0 and 𝛾𝐹𝐹𝑆 < 𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺: 

In the Region 2.21 where the externality is very low such that 𝛾 < 𝛾𝐹𝐹𝑆 < 𝛾𝐹𝐵 <

𝛾𝐷𝑅𝐺, we have 𝐼𝐹𝐵 = 𝐼𝐹𝐹𝑆 = 𝐼𝐷𝑅𝐺 = 0. 
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In the Region 2.22 where the externality is relatively low such that 𝛾𝐹𝐹𝑆 <  𝛾 <

𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺 , we have 𝐼𝐹𝐹𝑆 > 0 and 𝐼𝐹𝐵 = 𝐼𝐷𝑅𝐺 = 0. 

In the Region 2.23 where the externality is relatively high such that 𝛾𝐹𝐹𝑆 < 𝛾𝐹𝐵 <

𝛾 < 𝛾𝐷𝑅𝐺 , we have 𝐼𝐹𝐹𝑆 > 𝐼𝐹𝐵 > 0 and 𝐼𝐷𝑅𝐺 = 0. 

In the Region 2.24 where the externality is very high such that 𝛾𝐹𝐹𝑆 < 𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺 <

 𝛾, we could have either 𝐼𝐹𝐹𝑆 > 𝐼𝐹𝐵 > 𝐼𝐷𝑅𝐺 > 0 or 𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 > 𝐼𝐹𝐵 > 0.  

Proof: see Appendix. 

  

Once again, investment is discouraged when the externality is very low, 

and this matches the first best. However, there is now a risk that the hospital 

manager will over-invest if the FFS payment is in place. The DRG system may lead 

to over or under investments (shown in Figure 5.4). This means that it is not clear 

which, of the two systems achieves a second best.  

 

 

Figure 5.1    Figure 5.2 

 

Figure 5.3    Figure 5.4 
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Subcase 2.3 where 𝜸𝑭𝑭𝑺 < 𝜸𝑫𝑹𝑮 < 𝜸𝑭𝑩: 

This Subcase 2.3 could occur when 𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿 < (𝜇 − 𝜌)𝑐𝐿 < 0, which 

means the “direct social benefits” (captured by 𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿) is very negative. 

Figure 6 highlights the main regions in this case.  

 

 

Figure 6: The externality levels and the investment thresholds for Subcase 2.3 

 

Proposition 8:  

Consider the Subcase 2.3 where 𝜇 − 𝜌 < 0 and 𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺 < 𝛾𝐹𝐵: 

In the Region 2.31 where the externality is very low such that 𝛾 < 𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺 <

𝛾𝐹𝐵, we have 𝐼𝐹𝐵 = 𝐼𝐹𝐹𝑆 = 𝐼𝐷𝑅𝐺 = 0. 

In the Region 2.32 where the externality is relatively low such that 𝛾𝐹𝐹𝑆 <  𝛾 <

𝛾𝐷𝑅𝐺 < 𝛾𝐹𝐵, we have 𝐼𝐹𝐹𝑆 > 0 and 𝐼𝐹𝐵 = 𝐼𝐷𝑅𝐺 = 0. 

In the Region 2.33 where the externality is relatively high such that 𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺 <

𝛾 < 𝛾𝐹𝐵, we have 𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 > 0 and 𝐼𝐹𝐵 = 0. 

In the Region 2.34 where the externality is very high such that 𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺 < 𝛾𝐹𝐵 <

 𝛾, we have 𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 > 𝐼𝐹𝐵 > 0.  

Proof: see Appendix. 

 

This situation leads us to an outcome that is diametrically opposed to the 

one we reached in Case 1. The main issue is over-investment which is more drastic 

under the FFS system. Hence the DRG system reaches a second best. 
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Figure 6.1    Figure 6.2 

 

Figure 6.3    Figure 6.4 

Above results bring the following policy implications. Several variables 

play a role in determining the optimal pricing system. The flow chart below 

(Figure 7) summarises the main information. When the rural hospital has a lower 

cost of treatment for sever illnesses, the DRG system provides a systematic second 

best because it incentivises investment. In the opposite case, that is when the 

urban hospital is more efficient at treating severe illnesses, the situation is more 

complicated. When the direct social benefits are positive, the FFS provides a 

second best as it helps to address systematic under-investment issues. By 

opposition, when the direct social benefits are largely negative, the DRG system 

performs better as one must deter the hospital manager from over-investing. For 

the direct social benefits in between, the outcome is not so clear due to the fact 

that the hospital manager may under-invest or over-invest under the DRG system. 
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Figure 7: The Flow Chart of Public Policy Implications 

 

  

6. The DRG-MIX Scheme 

In this final section I consider a DRG based system which accounts for both, 

the SOI of patients, and the location of the hospital. I use the term “DRG-MIX” to 

capture this payment system. Specifically, I consider the payment for each treated 

mildly ill patient is 𝑘𝐿 = 𝑐𝐿 as was the case in the DRG system. However, I now 

consider that, for each treated severely ill patient treated in the rural hospital, the 

DRG payment 𝑘𝐻
𝑀𝐼𝑋  is calculated based on the original DRG payment price 𝑘𝐻 

multiplied by a multiplier 𝜃 > 0, which is given by 

𝑘𝐻
𝑀𝐼𝑋 = 𝜃𝑘𝐻 = 𝜃

𝜌𝑐𝐿𝛼𝑝𝑞(𝐼) + 𝜇𝑐𝐿[𝛼(1 − 𝑝) + 𝛼𝑝(1 − 𝑞(𝐼)) + 𝛽𝑄]

𝛼 + 𝛽𝑄
. 

One can note that when the multiplier 𝜃 > 1, the rural hospital is subsidised while 

it is taxed when the multiplier 0 < 𝜃 < 1. For tractability, I assume that there is no 

shadow cost of public funds associated with subsidy or tax through this multiplier 

𝜃. Thus, the margin for the rural hospital, 𝑀𝑀𝐼𝑋(𝐼), is given by  

𝑀𝑀𝐼𝑋(𝐼) = 𝑘𝐻
𝑀𝐼𝑋 − 𝜌𝑐𝐿 = 𝜃𝑘𝐻 − 𝜌𝑐𝐿 . 
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One can easily show that 𝑀𝑀𝐼𝑋(𝐼) is increasing in 𝜃 such that 
𝑑𝑀𝑀𝐼𝑋(𝐼)

𝑑𝜃
= 𝑘𝐻 > 0. 

Moreover, when the investment converges towards infinity, the margin converges 

to a constant number lim
𝐼→∞

𝑀𝑀𝐼𝑋 (𝐼) = �̃�𝑀𝐼𝑋 = 𝜃𝑐𝐿
𝜌𝛼𝑝+𝜇(𝛼−𝛼𝑝+𝛽𝑄)

𝛼+𝛽𝑄
− 𝜌𝑐𝐿 . 

 

Lemma 3:  

1) If 𝜇 − 𝜌 > 0, then 𝑀𝑀𝐼𝑋
′ (𝐼) = 𝜃𝑀′(𝐼) < 0. 

2) If 𝜇 − 𝜌 < 0, then 𝑀𝑀𝐼𝑋
′ (𝐼) = 𝜃𝑀′(𝐼) > 0.  

Proof: see Appendix. 

 

Under the DRG-MIX payment system, the rural hospital maximises the 

following payoff function  

Π(𝐼) = 𝛾[1 − 𝛼 + 𝛼𝑝𝑞(𝐼)] + 𝑀𝑀𝐼𝑋(𝐼)𝛼𝑝𝑞(𝐼) − 𝐼. 

 

Proposition 9: 

1) When 𝜇 − 𝜌 > 0 , the effect of the multiplier 𝜃  on the investment decision is 

ambiguous. 

2) When 𝜇 − 𝜌 < 0 , a higher value of the multiplier 𝜃  will incentivise the rural 

hospital to increase its investment.  

Proof: see Appendix. 

 

Proposition 9 provides a policy implication when incorporating the 

regional factor into the DRG price to adjust the investment behaviour of the rural 

hospital manager. In the scenario where the rural hospital has a lower cost (𝜇 −
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𝜌 > 0), the effect of the multiplier is unclear. On the one hand, a higher multiplier 

implies that each patient is associated with a higher price. This incentivises the 

rural hospital to invest. But, on the other hand, a higher investment leads to a 

lower profit per patient, and this negative effect grows with 𝜃. This discourages 

the investment undertaken by the rural hospital.  

In the scenario where the rural hospital has a higher cost (𝜇 − 𝜌 < 0), the 

effect of the multiplier is clear: a higher multiplier incentivises the investment 

behaviour of the rural hospital manager. A higher multiplier implies that the 

patients who attended the rural hospital are associated with a higher margin. Also, 

the loss per patient reduces as more patients attend the rural hospital. Therefore, 

the rural hospital invests at a higher level as the parameter 𝜃 increases. In this 

case, the multiplier 𝜃  is a good tool for the HA to adjust the rural hospital 

manager’s behaviour.  

 

7. Conclusion 

This paper intends to propose a thorough analysis of the investment 

strategy adopted by a rural hospital. The model captures the benefits that are 

generated when the rural hospital raises its level of investment in terms of higher 

ability to cure patients (which means that fewer patients must be transferred). It 

also considers the impact on costs of public funds. Finally, it accounts for the 

positive externalities experienced by the rural community. An important 

contribution lies in the fact that I allow the DRG price to depend on the level of 

investment. This is so because the investment level affects the number of patients 

that the rural hospital can treat, which affects the affected the average cost of 

hospitals and consequently, the DRG price. This enables the rural hospital 

manager to adjust their investment decision based on the perfect anticipation of 

the impact that it will have on the DRG price.   

In terms of the optimal investment level, this paper finds that the 

investment undertaken by the rural hospital is worthwhile if the travel cost is 

large; the externality level is high; the number of severely ill rural patients directly 
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attending the local hospital is large; the treatment cost at the urban hospital is high; 

or the treatment cost at the rural hospital is low.  

In general, we show that when the level of the externalities generated for 

rural patients is low, incentives between the HA and the rural hospital manager 

are aligned and there is no investment undertaken. As the externality increases, 

investing becomes optimal and the objectives of the HA and the rural hospital 

manager may be misaligned. This paper shows that the DRG system provides a 

second-best solution when the rural hospital is more efficient at curing severely 

ill patients because it motivates investment. When the urban hospital is more 

efficient, the situation is more complicated. The reason is that the first-best 

investment level can be either high or low. When the first-best investment level is 

very high, the FFS provides a second-best solution as it helps to address systematic 

under-investment issues. By opposition, when the first-best investment level is 

very low, the DRG system performs better as one must deter the hospital manager 

from over-investing.  

Although the merits of a DRG-based payment system in terms of saving 

public expenditure has been well documented in the literature, it does not always 

incentivise the rural hospital to undertake the optimal investment decisions. This 

paper explains the situations where the FFS system could incentivise the rural 

hospital to invest at a level which more closely approximates the first-best 

investment level and provides the intuitions behind it.  

 

 

 

 

 

 



36 

 

References 

Advisory council on the assessment of developments in the health care system 

(Advisory Council on Health Care), 2018. Short summary of the report 2018:  

Needs-based regulation of the health care provision. Bonn/Berlin; 2018. 

Baumgardner, J.R., 1991. The interaction between forms of insurance contract and 

types of technical change in medical care. The Rand journal of economics, pp.36-

53. 

Bech, M., Christiansen, T., Dunham, K., Lauridsen, J., Lyttkens, C.H., McDonald, K., 

McGuire, A. and TECH Investigators, 2009. The influence of economic incentives 

and regulatory factors on the adoption of treatment technologies: a case study of 

technologies used to treat heart attacks. Health economics, 18(10), pp.1114-1132. 

Bisceglia, M., Cellini, R. and Grilli, L., 2018. Regional regulators in health care 

service under quality competition: A game theoretical model. Health economics, 

27(11), pp.1821-1842. 

Bojke, C., Grašič, K. and Street, A., 2018. How should hospital reimbursement be 

refined to support concentration of complex care services?. Health economics, 

27(1), pp.e26-e38. 

Bokhari, F.A., 2009. Managed care competition and the adoption of hospital 

technology: The case of cardiac catheterization. International Journal of Industrial 

Organization, 27(2), pp.223-237. 

Brekke, K.R., Levaggi, R., Siciliani, L. and Straume, O.R., 2016. Patient mobility and 

health care quality when regions and patients differ in income. Journal of health 

economics, 50, pp.372-387. 

Busse, R., Geissler, A., Aaviksoo, A., Cots, F., Häkkinen, U., Kobel, C., Mateus, C., Or, 

Z., O’Reilly, J., Serdén, L. and Street, A., 2013. Diagnosis related groups in Europe: 

moving towards transparency, efficiency, and quality in hospitals?. Bmj, 346. 

Castro, M.F., Guccio, C., Pignataro, G. and Rizzo, I., 2014. The effects of 



37 

 

reimbursement mechanisms on medical technology diffusion in the hospital 

sector in the Italian NHS. Health Policy, 115(2-3), pp.215-229. 

Cole, J., 2009. Strategic planning of health facilities in Northern Ireland. Capital 

investment for health Case studies from Europe, p.89. 

CONRAD, C., 1994. Rural hospitals closings: a case study of the effects in Texas on 

infant mortality and accidental deaths. Journal of health and human services 

administration, pp.76-102. 

Cutler, D.M. and McClellan, M., 1996. The determinants of technological change in 

heart attack treatment (No. w5751). National Bureau of Economic Research. 

Dafny, L.S., 2005. How do hospitals respond to price changes?. American Economic 

Review, 95(5), pp.1525-1547. 

Dawson, D., Goddard, M. and Street, A., 2001. Improving performance in public 

hospitals: a role for comparative costs?. Health Policy, 57(3), pp.235-248. 

De Pouvourville, G., 2004. Hospital funding and competition. The European 

Journal of Health Economics, 5(1), pp.3-5. 

Doeksen, G.A., Loewen, R.A. and Strawn, D.A., 1990. A rural hospital's impact on a 

community's economic health. The Journal of Rural Health, 6(1), pp.53-64. 

Dranove, D., 1987. Rate-setting by diagnosis related groups and hospital 

specialization. The RAND Journal of Economics, pp.417-427. 

Ellis, R.P. and McGuire, T.G., 1986. Provider behavior under prospective 

reimbursement: Cost sharing and supply. Journal of health economics, 5(2), 

pp.129-151. 

Fang, H. and Gong, Q., 2017. Detecting potential overbilling in Medicare 

reimbursement via hours worked. American Economic Review, 107(2), pp.562-91. 

Gelijns, A. and Rosenberg, N., 1994. The dynamics of technological change in 

medicine. Health affairs, 13(3), pp.28-46. 



38 

 

Hafsteinsdottir, E.J.G. and Siciliani, L., 2010. DRG prospective payment systems: 

refine or not refine?. Health economics, 19(10), pp.1226-1239. 

Hart, L.G., Amundson, B.A. and Rosenblatt, R.A., 1990. Is there a role for the small 

rural hospital?. The Journal of Rural Health, 6(2), pp.101-118. 

Healthcare Pricing Office, HSE, 2015. Introduction to the Price Setting Process for 

Admitted Patients V1.0 [online]. Available from: 

http://www.hpo.ie/seminar/pdf/2015/Fiachra_Bane_Introduction_to_Price_Sett

ing_Process_for_Admitted_Patients.pdf [accessed 21 August 2020] 

Health Resources and Services Administration, 2017. Hospital Closings Likely to 

Increase [online]. Available from: https://www.hrsa.gov/enews/past-

issues/2017/october-19/hospitals-closing-increase.html  [accessed 14 March 

2020] 

Hendricks, A. and Cromwell, J., 1989. Are rural referral centers as costly as urban 

hospitals?. Health services research, 24(3), p.289. 

Hotelling, H., 1929. Stability in Competition. The Economic Journal, 39(153), 

pp.41-57. 

Isaacs, B., 2019. Save Rural Health Care: Time for a Significant Paradigm Shift. The 

Journal of the American Osteopathic Association, 119(9), p.551. 

James, A.M., 1999. Closing rural hospitals in Saskatchewan: on the road to 

wellness?. Social science & medicine, 49(8), pp.1021-1034. 

Kifmann, M. and Siciliani, L., 2017. Average‐Cost Pricing and Dynamic Selection 

Incentives in the Hospital Sector. Health economics, 26(12), pp.1566-1582. 

Kim, T.H. and McCue, M.J., 2008. Association of market, operational, and financial 

factors with nonprofit hospitals' capital investment. INQUIRY: The Journal of 

Health Care Organization, Provision, and Financing, 45(2), pp.215-231. 

Kumar, A., Nayar, K.R. and Koya, S.F., 2020. COVID-19: Challenges and its 

consequences for rural health care in India. Public Health in Practice, 1, p.100009 

https://www.hrsa.gov/enews/past-issues/2017/october-19/hospitals-closing-increase.html
https://www.hrsa.gov/enews/past-issues/2017/october-19/hospitals-closing-increase.html


39 

 

Laffont, J.J. and Tirole, J., 1986. Using cost observation to regulate firms. Journal of 

political Economy, 94(3, Part 1), pp.614-641. 

Langenbrunner, J.C. and Wiley, M.M., 2002. Hospital payment mechanisms: theory 
and practice in transition countries. Hospitals in a changing Europe, p.150. 

Lazear, E.P. and Rosen, S., 1981. Rank-order tournaments as optimum labor 
contracts. Journal of political Economy, 89(5), pp.841-864. 

Lee, S. and Rosenman, R.E., 2013. Reimbursement and investment: Prospective 
payment and for-profit hospitals’ market share. Journal of Industry, Competition 
and Trade, 13(4), pp.503-518. 

Levaggi, R. and Michele, M., 2008. Investment in hospital care technology under 
different purchasing rules: a real option approach. Bulletin of Economic Research, 
60(2), pp.159-181. 

Levaggi, R., Moretto, M. and Pertile, P., 2012. Static and dynamic efficiency of 
irreversible health care investments under alternative payment rules. Journal of 
Health Economics, 31(1), pp.169-179. 

Levaggi, R., Moretto, M. and Pertile, P., 2014. Two-part payments for the 
reimbursement of investments in health technologies. Health Policy, 115(2-3), 
pp.230-236. 

Li, L. and Benton, W.C., 2003. Hospital capacity management decisions: Emphasis 
on cost control and quality enhancement. European Journal of Operational 
Research, 146(3), pp.596-614. 

Mason, A., Street, A., Miraldo, M. and Siciliani, L., 2009. Should Perspective 

Payments Be Differentiated for Public and Private Healthcare Providers. Health 

Econ. Pol'y & L., 4, p.383. 

Mayer, C. and Vickers, J., 1996. Profit-sharing regulation: an economic appraisal. 

Fiscal studies, 17(1), pp.1-18. 

Modern Healthcare, 2007. DRG proposal part of payment system overhaul 

[online]. Available from: 

https://www.modernhealthcare.com/article/20070424/INFO/70424001/drg-

proposal-part-of-payment-system-overhaul [accessed 14 March 2020] 

O'Dougherty, S.M., Cotterill, P.G., Phillips, S., Richter, E., De Lew, N., Wynn, B. and 

Ault, T., 1992. Medicare prospective payment without separate urban and rural 

https://www.modernhealthcare.com/article/20070424/INFO/70424001/drg-proposal-part-of-payment-system-overhaul
https://www.modernhealthcare.com/article/20070424/INFO/70424001/drg-proposal-part-of-payment-system-overhaul


40 

 

rates. Health care financing review, 14(2), p.31. 

OECD and WHO, 2019. Price setting and price regulation in health care: Lessons 

for advancing Universal Health Coverage [online]. Available from: 

https://www.oecd.org/health/health-systems/OECD-WHO-Price-Setting-Case-

Studies.pdf [accessed 17 March 2020] 

Posnett, J., 2002. Are bigger hospitals better. Hospitals in a changing Europe, 
pp.100-118. 

Radcliff, T.A., Brasure, M., Moscovice, I.S. and Stensland, J.T., 2003. Understanding 

rural hospital bypass behavior. The Journal of rural health, 19(3), pp.252-259. 

Salop, S.C., 1979. A model of the natural rate of unemployment. The American 

Economic Review, 69(1), pp.117-125. 

Scheller-Kreinsen, D., Quentin, W. and Busse, R., 2011. DRG-based hospital 

payment systems and technological innovation in 12 European countries. Value 

in Health, 14(8), pp.1166-1172. 

Selder, A., 2005. Physician reimbursement and technology adoption. Journal of 

health economics, 24(5), pp.907-930. 

Sheaff, R., Morando, V., Chambers, N., Exworthy, M., Mahon, A., Byng, R. and 

Mannion, R., 2020. Managerial workarounds in three European DRG systems. 

Journal of Health Organization and Management. 

Shleifer, A., 1985. A theory of yardstick competition. The RAND journal of 

Economics, pp.319-327. 

Siciliani, L., Straume, O.R. and Cellini, R., 2013. Quality competition with 

motivated providers and sluggish demand. Journal of Economic Dynamics and 

Control, 37(10), pp.2041-2061. 

Sun, Z., Wang, S. and Barnes, S.R., 2016. Understanding congestion in China’s 

medical market: an incentive structure perspective. Health Policy and Planning, 

31(3), pp.390-403. 

https://www.oecd.org/health/health-systems/OECD-WHO-Price-Setting-Case-Studies.pdf
https://www.oecd.org/health/health-systems/OECD-WHO-Price-Setting-Case-Studies.pdf


41 

 

The New York Times, 2020. A Tiny Hospital Struggles to Treat a Burst of 

Coronavirus Patients [online]. Available from: 

https://www.nytimes.com/2020/04/16/health/coronavirus-rural-

hospitals.html [accessed 11 October 2020] 

Vogl, M., 2012. Assessing DRG cost accounting with respect to resource allocation 

and tariff calculation: the case of Germany. Health economics review, 2(1), p.15. 

Weisbrod, B.A., 1991. The health care quadrilemma: an essay on technological 

change, insurance, quality of care, and cost containment. Journal of economic 

literature, 29(2), pp.523-552. 

World Bank, 2010. Health provider payment reforms in China: what 

international experience tells us. World Bank. 

 

 

 

 

 

 

 

 

 

 

 

 

 



42 

 

APPENDIX 

Proof of Proposition 1: 

The overall Total Surplus is given by 

𝑇𝑆 = 𝑣(𝑄 + 1) − 𝑡𝛼(1 − 𝑝) − 𝛼𝑝𝑇(1 − 𝑞(𝐼)) + 𝛾[1 − 𝛼 + 𝛼𝑝𝑞(𝐼)] − 𝐼

− 𝜆{𝑐𝐿[(1 − 𝛼) + (1 − 𝛽)𝑄] + 𝜌𝑐𝐿𝛼𝑝𝑞(𝐼)

+ 𝜇𝑐𝐿[𝛼(1 − 𝑝) + 𝛼𝑝(1 − 𝑞(𝐼)) + 𝛽𝑄]}. 

The first derivative of the above is given by 

𝑑𝑇𝑆

𝑑𝐼
= 𝛼𝑝𝑞′(𝐼)[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1. 

The first order condition (FOC) is such that 

𝑞′(𝐼𝐹𝐵) =
1

𝛼𝑝[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)]
. 

The second derivative is given by 

𝑑2𝑇𝑆

𝑑𝐼2
= 𝛼𝑝𝑞′′(𝐼)[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)]. 

At solution, we have 
𝑑2𝑇𝑆

𝑑𝐼2 |
𝐼𝐹𝐵

= 𝑞′′(𝐼𝐹𝐵), which is a negative. 

We have 
𝑑𝑇𝑆

𝑑𝐼
|

𝐼→∞
= −1 and 

𝑑𝑇𝑆

𝑑𝐼
|

𝐼=0
= 𝛼𝑝[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1. 

Let 𝛾𝐹𝐵 =
1

𝛼𝑝
− [𝑇 + 𝜆𝑐𝐿(𝜇 − 𝜌)] . If 𝛾 > 𝛾𝐹𝐵 , the optimal investment level is 

positive. If 𝛾 ≤ 𝛾𝐹𝐵, the optimal investment level is zero. █ 

 

 

Proof of Lemma 1: 

The first order condition (FOC) is such that 

𝑑𝑇𝑆

𝑑𝐼
= 𝛼𝑝𝑞′(𝐼)[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1 = 0. 



43 

 

Note that at the solution 𝐼𝐹𝐵 > 0, we must have (𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌) > 0.  

Let 𝐻(𝐼𝐹𝐵) =
𝑑𝑇𝑆

𝑑𝐼
= 0, given any 𝑥 ∈ {𝑇, 𝛾, 𝜇, 𝜌, 𝛼, 𝑝, 𝜆} we have 

𝑑𝐻

𝑑𝐼
|

𝐼𝐹𝐵

𝜕𝐼𝐹𝐵

𝜕𝑥
+

𝜕𝐻

𝜕𝑥
|

𝐼𝐹𝐵
= 0. 

The second order condition holds at 𝐼𝐹𝐵 > 0, so that 
𝑑𝐻

𝑑𝐼
|

𝐼𝐹𝐵
< 0. Therefore the sign 

of 
𝜕𝐼𝐹𝐵

𝜕𝑥
 is the same as the sign of 

𝜕𝐻

𝜕𝑥
|

𝐼𝐹𝐵
.  

• Parameters of interest: 𝑥 ∈ {𝑇, 𝛾, 𝜇, 𝛼, 𝑝}. 

We have 

𝜕𝐻

𝜕𝑥
|

𝐼𝐹𝐵
> 0. 

• Parameters of interest: 𝑥 ∈ {𝜌}. 

We have 

𝜕𝐻

𝜕𝑥
|

𝐼𝐹𝐵
< 0. 

• Parameters of interest: 𝑥 ∈ {𝜆}. 

We have 

𝜕𝐻

𝜕𝜆
|

𝐼𝐹𝐵
= 𝛼𝑝𝑞′(𝐼)𝑐𝐿(𝜇 − 𝜌). 

When 𝜇 − 𝜌 > 0, we have 
𝜕𝐻

𝜕𝜆
|

𝐼𝐹𝐵
> 0; when 𝜇 − 𝜌 < 0, we have 

𝜕𝐻

𝜕𝜆
|

𝐼𝐹𝐵
< 0.  

Therefore, the first-best investment level  𝐼𝐹𝐵 > 0 increases with transfer cost (𝑇), 

the externality (𝛾), the treatment cost of the urban hospital (𝜇), the number of 

severely ill rural patients attending the local hospital (𝛼𝑝). It decreases with the 

treatment cost of the rural hospital (𝜌). If the rural hospital has a lower cost such 

that 𝜇 − 𝜌 > 0, the first-best investment level increases with the raising fund cost 

parameter (𝜆); otherwise when the rural hospital has a higher cost 𝜇 − 𝜌 < 0, it 

decreases with 𝜆. █ 
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Proof of Proposition 2: 

Under FFS payment system, the rural hospital manager maximises the payoff 

Max Π(𝐼) = 𝛾[1 − 𝛼 + 𝛼𝑝𝑞(𝐼)] − 𝐼. 

The FOC is such that:  

𝑑Π(𝐼)

𝑑𝐼
= 𝛾𝛼𝑝𝑞′(𝐼) − 1 = 0. 

The SOC holds as  

𝑑2Π(𝐼)

𝑑𝐼2
= 𝛾𝛼𝑝𝑞′′(𝐼) < 0. 

We find that 
𝑑Π(𝐼)

𝑑𝐼
|

𝐼→∞
= −1 and 

𝑑Π(𝐼)

𝑑𝐼
|

𝐼=0
= 𝛾𝛼𝑝 − 1. 

Let 𝛾𝐹𝐹𝑆 represents the threshold between corner solution and interior solution 

such that 
𝑑Π(𝐼)

𝑑𝐼
|

𝐼=0
= 0 , where 𝛾𝐹𝐹𝑆 =

1

𝛼𝑝
. For all 𝛾 > 𝛾𝐹𝐹𝑆 , we have an interior 

solution such that 𝐼𝐹𝐹𝑆 > 0; for all 𝛾 ≤ 𝛾𝐹𝐹𝑆, we have a corner solution that 𝐼𝐹𝐹𝑆 =

0. █ 

 

Proof of Lemma 2: 

The margin per severely ill patient is given by 

𝑀(𝐼) = 𝑐𝐿(𝜇 − 𝜌)
𝛼 − 𝛼𝑝𝑞(𝐼) + 𝛽𝑄

𝛼 + 𝛽𝑄
. 

The term 
𝛼−𝛼𝑝𝑞(𝐼)+𝛽𝑄

𝛼+𝛽𝑄
 is always positive. Therefore, the sign of 𝑀(𝐼) depends only 

on 𝜇 − 𝜌. If 𝜇 − 𝜌 > 0, then 𝑀(𝐼) > 0; If 𝜇 − 𝜌 < 0, then 𝑀(𝐼) < 0. 

One could easily find that when the investment converges towards infinity, the 

margin 𝑀(𝐼) converges to a constant number �̃�: 

�̃� = lim
𝐼→∞

𝑀(𝐼) = 𝑐𝐿(𝜇 − 𝜌)
𝛼 − 𝛼𝑝 + 𝛽𝑄

𝛼 + 𝛽𝑄
. 

The first derivative 𝑀′(𝐼) is given by 
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𝑀′(𝐼) = −𝑐𝐿(𝜇 − 𝜌)
𝛼𝑝

𝛼 + 𝛽𝑄
𝑞′(𝐼). 

The second derivative 𝑀′′(𝐼) is given by 

𝑀′′(𝐼) = −𝑐𝐿(𝜇 − 𝜌)
𝛼𝑝

𝛼 + 𝛽𝑄
𝑞′′(𝐼). 

One can find that the sign of 𝑀′(𝐼) and 𝑀′′(𝐼) depends only on (𝜇 − 𝜌). If 𝜇 − 𝜌 >

0, then 𝑀′(𝐼) < 0 and 𝑀′′(𝐼) > 0; If 𝜇 − 𝜌 < 0, then 𝑀′(𝐼) > 0 and 𝑀′′(𝐼) < 0.  

█ 

 

Proof of Proposition 3: 

The payoff function is given by 

Max Π(𝐼) = 𝛾[1 − 𝛼 + 𝛼𝑝𝑞(𝐼)] + 𝑀(𝐼)𝛼𝑝𝑞(𝐼) − 𝐼. 

The FOC is given by: 

𝑑Π(𝐼)

𝑑𝐼
= 𝛾𝛼𝑝𝑞′(𝐼) + 𝛼𝑝𝑀′(𝐼)𝑞(𝐼) + 𝛼𝑝𝑀(𝐼)𝑞′(𝐼) − 1 = 0. 

Recall that 𝑀′(𝐼) = −𝑐𝐿(𝜇 − 𝜌)𝑞′(𝐼)
𝛼𝑝

𝛼+𝛽𝑄
 and 𝑀(𝐼) = 𝑐𝐿(𝜇 − 𝜌)

𝛼−𝛼𝑝𝑞(𝐼)+𝛽𝑄

𝛼+𝛽𝑄
, the 

FOC can be rewritten as  

𝑑Π(𝐼)

𝑑𝐼
= 𝛾𝛼𝑝𝑞′(𝐼) +

𝛼𝑝𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛽𝑄
𝑞′(𝐼)[−2𝛼𝑝𝑞(𝐼) + 𝛼 + 𝛽𝑄] − 1 = 0. 

The second derivative is given by: 

𝑑2Π(𝐼)

𝑑𝐼2
= 𝛾𝛼𝑝𝑞′′(𝐼) +

𝛼𝑝𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛽𝑄
𝑞′′(𝐼)[−2𝛼𝑝𝑞(𝐼) + 𝛼 + 𝛽𝑄]

−
2𝛼2𝑝2𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛽𝑄
[𝑞′(𝐼)]2. 

We multiple FOC by 𝑞′′(𝐼) and we have 

𝛾𝛼𝑝𝑞′(𝐼)𝑞′′(𝐼) +
𝛼𝑝𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛽𝑄
𝑞′(𝐼)𝑞′′(𝐼)[−2𝛼𝑝𝑞(𝐼) + 𝛼 + 𝛽𝑄] = 𝑞′′(𝐼). 
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We multiple the second derivative by 𝑞′(𝐼) and we have  

𝛾𝛼𝑝𝑞′(𝐼) 𝑞′′(𝐼) +
𝛼𝑝𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛽𝑄
𝑞′(𝐼) 𝑞′′(𝐼)[−2𝛼𝑝𝑞(𝐼) + 𝛼 + 𝛽𝑄]

−
2𝛼2𝑝2𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛽𝑄
[𝑞′(𝐼)]3. 

At solution, after substituting above two equations and we have 

𝑞′′(𝐼) −
2𝛼2𝑝2𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛽𝑄
[𝑞′(𝐼)]3. 

The sign of above equation should be the same as the sign of the second derivative. 

Applying the assumptions, we have the SOC is negative at the solution. We also 

find that 
𝑑Π(𝐼)

𝑑𝐼
|

𝐼→∞
= −1 and 

𝑑Π(𝐼)

𝑑𝐼
|

𝐼=0
= 𝛼𝑝[𝛾 + 𝑐𝐿(𝜇 − 𝜌)] − 1. 

If we have a large externality 𝛾 > 𝛾𝐷𝑅𝐺 such that 
𝑑Π(𝐼)

𝑑𝐼
|

𝐼=0
> 0, there must exists 

one interior solution such that 𝐼𝐷𝑅𝐺 > 0, where 𝛾𝐷𝑅𝐺 =
1−𝛼𝑝𝑐𝐿(𝜇−𝜌)

𝛼𝑝
. If we have 𝛾 ≤

𝛾𝐷𝑅𝐺 such that 
𝑑Π(𝐼)

𝑑𝐼
|

𝐼=0
≤ 0, there must exists 𝐼𝐷𝑅𝐺 = 0. █ 

 

Proof of Proposition 4: 

Under FFS system, we have the invest level (interior solution 𝐼𝐹𝐹𝑆 > 0 ) 

undertaken by the rural hospital such that  

𝛾𝛼𝑝𝑞′(𝐼𝐹𝐹𝑆) − 1 = 0. 

Under DRG system, the investment level (interior solution 𝐼𝐷𝑅𝐺 > 0) is such that  

𝛾𝛼𝑝𝑞′( 𝐼𝐷𝑅𝐺) − 1 = −𝛼𝑝[𝑀′( 𝐼𝐷𝑅𝐺)𝑞( 𝐼𝐷𝑅𝐺) + 𝑀( 𝐼𝐷𝑅𝐺)𝑞′( 𝐼𝐷𝑅𝐺)]. 

We substitute above equation into the first derivative of profit function under FFS 

system, and we have 

𝑑Π(𝐼)𝐹𝐹𝑆

𝑑𝐼
|

𝐼𝐷𝑅𝐺

= −𝛼𝑝𝑀′( 𝐼𝐷𝑅𝐺)𝑞( 𝐼𝐷𝑅𝐺) − 𝛼𝑝𝑀( 𝐼𝐷𝑅𝐺)𝑞′( 𝐼𝐷𝑅𝐺). 

One can see that the sign of 
𝑑Π(𝐼)𝐹𝐹𝑆

𝑑𝐼
|

𝐼𝐷𝑅𝐺
 depends on the sign of 
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𝑀′( 𝐼𝐷𝑅𝐺)𝑞( 𝐼𝐷𝑅𝐺) + 𝑀( 𝐼𝐷𝑅𝐺)𝑞′( 𝐼𝐷𝑅𝐺) . In particular, if 𝑀′( 𝐼𝐷𝑅𝐺)𝑞( 𝐼𝐷𝑅𝐺) +

𝑀( 𝐼𝐷𝑅𝐺)𝑞′( 𝐼𝐷𝑅𝐺) > 0, then we have 
𝑑Π(𝐼)𝐹𝐹𝑆

𝑑𝐼
|

𝐼𝐷𝑅𝐺
< 0, which means that 𝐼𝐷𝑅𝐺 >

𝐼𝐹𝐹𝑆. If 𝑀′( 𝐼𝐷𝑅𝐺)𝑞( 𝐼𝐷𝑅𝐺) + 𝑀( 𝐼𝐷𝑅𝐺)𝑞′( 𝐼𝐷𝑅𝐺) < 0, then we have
𝑑Π(𝐼)𝐹𝐹𝑆

𝑑𝐼
|

𝐼𝐷𝑅𝐺
> 0, 

which means that 𝐼𝐷𝑅𝐺 < 𝐼𝐹𝐹𝑆 .  

In a special case when 𝛼 = 𝛽, the investment level under the DRG system can be 

rewritten as  

𝛾𝛼𝑝𝑞′( 𝐼𝐷𝑅𝐺) − 1 = −
𝛼𝑝𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛼𝑄
𝑞′(𝐼)[−2𝛼𝑝𝑞(𝐼) + 𝛼 + 𝛼𝑄]. 

Note that −2𝛼𝑝𝑞(𝐼) + 𝛼 + 𝛼𝑄 > 0  because of 𝑄 > 1 . Therefore, we have the 

below conclusion: 

We have 𝛾𝛼𝑝𝑞′( 𝐼𝐷𝑅𝐺) − 1 < 0, if (𝜇 − 𝜌) > 0;  

We have 𝛾𝛼𝑝𝑞′( 𝐼𝐷𝑅𝐺) − 1 > 0, if (𝜇 − 𝜌) < 0.  

Recall that 𝛾𝛼𝑝𝑞′(𝐼𝐹𝐹𝑆) − 1 = 0, the above is equivalent to the following: 

We have 𝐼𝐷𝑅𝐺 > 𝐼𝐹𝐹𝑆 , if (𝜇 − 𝜌) > 0;  

We have 𝐼𝐷𝑅𝐺 < 𝐼𝐹𝐹𝑆 , if (𝜇 − 𝜌) < 0.  █ 

 

Proof of Proposition 5: 

The first two points of Proposition 5 are straightforward. For the point 3, we need 

to prove that under Case 1 where 𝜇 − 𝜌 > 0, if 𝐼𝐹𝐵 > 0 and 𝐼𝐷𝑅𝐺 > 0, we will have 

𝐼𝐷𝑅𝐺 < 𝐼𝐹𝐵 . Recall that 𝐼𝐹𝐵 and 𝐼𝐷𝑅𝐺  are such that 

{

𝑞′(𝐼𝐹𝐵)𝛼𝑝[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1 = 0;

𝛾𝛼𝑝𝑞′(𝐼𝐷𝑅𝐺) +
𝛼𝑝𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛼𝑄
𝑞′(𝐼𝐷𝑅𝐺)[−2𝛼𝑝𝑞(𝐼𝐷𝑅𝐺) + 𝛼 + 𝛼𝑄] − 1 = 0.

    

Above equations can be rewritten as  

{

𝑞′(𝐼𝐹𝐵)𝛼𝑝[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1 = 0;

𝑞′(𝐼𝐷𝑅𝐺)𝛼𝑝[𝛾 + 𝑐𝐿(𝜇 − 𝜌)] − 2
𝛼2𝑝2𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛼𝑄
𝑞′(𝐼𝐷𝑅𝐺)𝑞(𝐼𝐷𝑅𝐺) − 1 = 0.
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Because −2
𝛼2𝑝2𝑐𝐿(𝜇−𝜌)

𝛼+𝛼𝑄
𝑞′(𝐼𝐷𝑅𝐺)𝑞(𝐼𝐷𝑅𝐺) < 0, we have 

𝑞′(𝐼𝐹𝐵)[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] < 𝑞′(𝐼𝐷𝑅𝐺)[𝛾 + 𝑐𝐿(𝜇 − 𝜌)]. 

Moreover, because (𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌) > 𝛾 + 𝑐𝐿(𝜇 − 𝜌) > 0, we can have above 

as 𝑞′(𝐼𝐷𝑅𝐺) > 𝑞′(𝐼𝐹𝐵), which indicates 𝐼𝐷𝑅𝐺 < 𝐼𝐹𝐵 . Thus, the point 3 of Proposition 

is proved.  

Then we need to prove the point 4 of Proposition 5: under Case 1 where 𝜇 − 𝜌 >

0, if 𝐼𝐹𝐹𝑆 > 0, 𝐼𝐹𝐵 > 0 and 𝐼𝐷𝑅𝐺 > 0, then we have 0 < 𝐼𝐹𝐹𝑆 < 𝐼𝐷𝑅𝐺 < 𝐼𝐹𝐵 . In other 

words, we need to prove 0 < 𝐼𝐹𝐹𝑆 < 𝐼𝐷𝑅𝐺 . This has been proved in the Proposition 

4. █ 

 

Proof of Proposition 6: 

The first two points of Proposition 6 are straightforward. For the point 3, we need 

to prove that under Subcase 2.1 (where 𝜇 − 𝜌 < 0 , and 𝛾𝐹𝐵 < 𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺 ), if 

𝐼𝐹𝐵 > 0 and 𝐼𝐹𝐹𝑆 > 0, we will have 0 < 𝐼𝐹𝐹𝑆 < 𝐼𝐹𝐵. Recall that 𝐼𝐹𝐵 and 𝐼𝐹𝐹𝑆 are 

{
𝛾𝛼𝑝𝑞′(𝐼𝐹𝐵) + 𝑞′(𝐼𝐹𝐵)𝛼𝑝[𝑇 + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1 = 0;

𝛾𝛼𝑝𝑞′(𝐼𝐹𝐹𝑆) − 1 = 0.
    

Because that we consider the Subcase 2.1 where 𝛾𝐹𝐵 < 𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺 , which is 

𝛾𝐹𝐵 =
1

𝛼𝑝
− [𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿] < 𝛾𝐹𝐹𝑆 =

1

𝛼𝑝
, or [𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿] > 0 . Thus, above 

investment levels have the following relation: 𝑞′(𝐼𝐹𝐵) < 𝑞′(𝐼𝐹𝐹𝑆), or 𝐼𝐹𝐵 > 𝐼𝐹𝐹𝑆 >

0. The point 3 is proved.  

Then we need to prove the point 4 such that when 𝛾𝐹𝐵 < 𝛾𝐹𝐹𝑆 < 𝛾𝐷𝑅𝐺 < 𝛾, we 

have 𝐼𝐹𝐵 > 𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 > 0. Proposition 4 establishes that when 𝜇 − 𝜌 < 0, we 

have 𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 . Thus, the point 4 is proved. █ 

 

Proof of Proposition 7: 

The first two points of Proposition 7 are straightforward. For the point 3, we need 

to prove that under Subcase 2.2 (𝜇 − 𝜌 < 0, and 𝛾𝐹𝐹𝑆 < 𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺), if 𝐼𝐹𝐹𝑆 > 0 

and 𝐼𝐹𝐵 > 0, then we have 𝐼𝐹𝐵 < 𝐼𝐹𝐹𝑆. Recall that 𝐼𝐹𝐵 and 𝐼𝐹𝐹𝑆 are 
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{
𝛾𝛼𝑝𝑞′(𝐼𝐹𝐵) + 𝑞′(𝐼𝐹𝐵)𝛼𝑝[𝑇 + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1 = 0;

𝛾𝛼𝑝𝑞′(𝐼𝐹𝐹𝑆) − 1 = 0.
    

Because that we consider the subcase 2.2 where 𝛾𝐹𝐹𝑆 < 𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺 , which is 

𝛾𝐹𝐵 =
1

𝛼𝑝
− [𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿] > 𝛾𝐹𝐹𝑆 =

1

𝛼𝑝
, or [𝑇 + (𝜇 − 𝜌)𝜆𝑐𝐿] < 0 . Thus, above 

investment levels have the following relation: 𝑞′(𝐼𝐹𝐵) > 𝑞′(𝐼𝐹𝐹𝑆), or 𝐼𝐹𝐹𝑆 > 𝐼𝐹𝐵 >

0. Thus, the point 3 is proved.  

Now we need to prove the point 4: when 𝛾𝐹𝐹𝑆 < 𝛾𝐹𝐵 < 𝛾𝐷𝑅𝐺 < 𝛾, we could have 

either 𝐼𝐹𝐹𝑆 > 𝐼𝐹𝐵 > 𝐼𝐷𝑅𝐺 > 0 , or 𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 > 𝐼𝐹𝐵 > 0 . Recall that from 

Proposition 4: under Case 2 (𝜇 − 𝜌 < 0), if 𝐼𝐹𝐹𝑆 > 0 and 𝐼𝐷𝑅𝐺 > 0, then we have 

𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 . However, the relation between 𝐼𝐷𝑅𝐺  and 𝐼𝐹𝐵  is ambiguous and the 

reason is the following. Recall that 𝐼𝐹𝐵 and 𝐼𝐷𝑅𝐺  are 

{

𝑞′(𝐼𝐹𝐵)𝛼𝑝[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1 = 0;

𝛾𝛼𝑝𝑞′(𝐼𝐷𝑅𝐺) +
𝛼𝑝𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛼𝑄
𝑞′(𝐼𝐷𝑅𝐺)[−2𝛼𝑝𝑞(𝐼𝐷𝑅𝐺) + 𝛼 + 𝛼𝑄] − 1 = 0.

    

Above equations can be rewritten as  

{

𝑞′(𝐼𝐹𝐵)𝛼𝑝[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1 = 0;

𝑞′(𝐼𝐷𝑅𝐺)𝛼𝑝[𝛾 + 𝑐𝐿(𝜇 − 𝜌)] − 2
𝛼2𝑝2𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛼𝑄
𝑞′(𝐼𝐷𝑅𝐺)𝑞(𝐼𝐷𝑅𝐺) − 1 = 0.

    

Because −2
𝛼2𝑝2𝑐𝐿(𝜇−𝜌)

𝛼+𝛼𝑄
𝑞′(𝐼𝐷𝑅𝐺)𝑞(𝐼𝐷𝑅𝐺) > 0, we have 

𝑞′(𝐼𝐹𝐵)[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] > 𝑞′(𝐼𝐷𝑅𝐺)[𝛾 + 𝑐𝐿(𝜇 − 𝜌)]. 

Moreover, because we have 0 < 𝛾 + 𝑐𝐿(𝜇 − 𝜌) < (𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)  in the 

Subcase 2.2, the relation between 𝑞′(𝐼𝐷𝑅𝐺) and 𝑞′(𝐼𝐹𝐵) is unclear, which makes 

the relation between 𝐼𝐷𝑅𝐺  and 𝐼𝐹𝐵 ambiguous.  

Thus, in the Region 2.24 of Subcase 2.2, we could have either 0 < 𝐼𝐷𝑅𝐺 < 𝐼𝐹𝐵 <

𝐼𝐹𝐹𝑆, or 0 < 𝐼𝐹𝐵 < 𝐼𝐷𝑅𝐺 < 𝐼𝐹𝐹𝑆. █ 

 

Proof of Proposition 8: 

The first two points of Proposition 8 is straightforward. For the point 3, we need 

to prove  𝐼𝐹𝐹𝑆 > 𝐼𝐷𝑅𝐺 > 0. Proposition 4 proved so.   
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Then we need to prove the point 4: under Subcase 2.3 (𝜇 − 𝜌 < 0, and 𝛾𝐹𝐹𝑆 <

𝛾𝐷𝑅𝐺 < 𝛾𝐹𝐵 ), we should have 0 < 𝐼𝐹𝐵 < 𝐼𝐷𝑅𝐺 < 𝐼𝐹𝐹𝑆 . In other words, we need 

prove 0 < 𝐼𝐹𝐵 < 𝐼𝐷𝑅𝐺 . Recall that 𝐼𝐹𝐵 and 𝐼𝐷𝑅𝐺  are 

{

𝑞′(𝐼𝐹𝐵)𝛼𝑝[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1 = 0;

𝛾𝛼𝑝𝑞′(𝐼𝐷𝑅𝐺) +
𝛼𝑝𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛼𝑄
𝑞′(𝐼𝐷𝑅𝐺)[−2𝛼𝑝𝑞(𝐼𝐷𝑅𝐺) + 𝛼 + 𝛼𝑄] − 1 = 0.

    

Above equations can be rewritten as  

{

𝑞′(𝐼𝐹𝐵)𝛼𝑝[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] − 1 = 0;

𝑞′(𝐼𝐷𝑅𝐺)𝛼𝑝[𝛾 + 𝑐𝐿(𝜇 − 𝜌)] − 2
𝛼2𝑝2𝑐𝐿(𝜇 − 𝜌)

𝛼 + 𝛼𝑄
𝑞′(𝐼𝐷𝑅𝐺)𝑞(𝐼𝐷𝑅𝐺) − 1 = 0.

    

Because −2
𝛼2𝑝2𝑐𝐿(𝜇−𝜌)

𝛼+𝛼𝑄
𝑞′(𝐼𝐷𝑅𝐺)𝑞(𝐼𝐷𝑅𝐺) > 0, we have 

𝑞′(𝐼𝐹𝐵)[(𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌)] > 𝑞′(𝐼𝐷𝑅𝐺)[𝛾 + 𝑐𝐿(𝜇 − 𝜌)]. 

Moreover, because 0 < (𝑇 + 𝛾) + 𝜆𝑐𝐿(𝜇 − 𝜌) < 𝛾 + 𝑐𝐿(𝜇 − 𝜌) in the subcase 2.3, 

we have 𝑞′(𝐼𝐷𝑅𝐺) < 𝑞′(𝐼𝐹𝐵), which means 𝐼𝐷𝑅𝐺 > 𝐼𝐹𝐵 > 0.  

Thus, in the Region 2.34 of Subcase 2.3, we have 0 < 𝐼𝐹𝐵 < 𝐼𝐷𝑅𝐺 < 𝐼𝐹𝐹𝑆 . █ 

 

Proof of Lemma 3: 

Under the DRG-MIX system, I can do the following transformation on 𝑀𝑀𝐼𝑋(𝐼): 

𝑀𝑀𝐼𝑋(𝐼) = 𝜃𝑘𝐻 − 𝜌𝑐𝐿 = 𝜃𝑘𝐻 − 𝜃𝜌𝑐𝐿 + 𝜃𝜌𝑐𝐿 − 𝜌𝑐𝐿 = 𝜃𝑀(𝐼) − (1 − 𝜃)𝜌𝑐𝐿 . 

The first derivative of 𝑀𝑀𝐼𝑋(𝐼) with respect to investment is given by 

𝑀𝑀𝐼𝑋
′ (𝐼) = 𝜃𝑀′(𝐼). 

Applying Lemma 2, we have that:  

If  𝜇 − 𝜌 > 0, then 𝑀𝑀𝐼𝑋
′ (𝐼) < 0; if 𝜇 − 𝜌 < 0, then 𝑀𝑀𝐼𝑋

′ (𝐼) > 0. █ 
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Proof of Proposition 9: 

Under the Mixed DRG, the rural hospital maximizes its payoff 

Max Π(𝐼) = 𝛾[1 − 𝛼 + 𝛼𝑝𝑞(𝐼)] + 𝑀𝑀𝐼𝑋(𝐼)𝛼𝑝𝑞(𝐼) − 𝐼. 

The first derivative is: 

𝑑Π(𝐼)

𝑑𝐼
= 𝛾𝛼𝑝𝑞′(𝐼) + 𝛼𝑝[𝑀𝑀𝐼𝑋

′ (𝐼)𝑞(𝐼) + 𝑀𝑀𝐼𝑋(𝐼)𝑞′(𝐼)] − 1. 

One can see that the subsidy parameter 𝜃  will influence the rural hospital’s 

behaviour only through the term [𝑀𝑀𝐼𝑋
′ (𝐼)𝑞(𝐼) + 𝑀𝑀𝐼𝑋(𝐼)𝑞′(𝐼)].  

Recall that 𝑀𝑀𝐼𝑋
′ (𝐼) = 𝜃𝑀′(𝐼) and 𝑀𝑀𝐼𝑋(𝐼) = 𝜃𝑘𝐻 − 𝜌𝑐𝐿, I reformat above term as 

follows: 

𝑀𝑀𝐼𝑋
′ (𝐼)𝑞(𝐼) + 𝑀𝑀𝐼𝑋(𝐼)𝑞′(𝐼) = 𝜃𝑀′(𝐼)𝑞(𝐼) + (𝜃𝑘𝐻 − 𝜌𝑐𝐿)𝑞′(𝐼)

= 𝜃[𝑀′(𝐼)𝑞(𝐼) + 𝑘𝐻𝑞′(𝐼)] − 𝜌𝑐𝐿𝑞′(𝐼). 

Therefore, the first derivative is given by 

𝑑Π(𝐼)

𝑑𝐼
= 𝛾𝛼𝑝𝑞′(𝐼) + 𝛼𝑝{𝜃[𝑀′(𝐼)𝑞(𝐼) + 𝑘𝐻𝑞′(𝐼)] − 𝜌𝑐𝐿𝑞′(𝐼)} − 1. 

From above equation, we can find out that when 𝜇 − 𝜌 > 0 , the sign of 

[𝑀′(𝐼)𝑞(𝐼) + 𝑘𝐻𝑞′(𝐼)] is unclear; when 𝜇 − 𝜌 < 0, we have all terms associated 

with 𝜃 is positive. █ 
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